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Abgtract: In today's rapidly evolving business landscapécéfe supply chain management (SCM) is crucial fo
achieving success. Accurately predicting produataled is a significant challenge for companies, ittipg customer
satisfaction, inventory optimization, cost reduntiand operational efficiency. This study focuseslemand forecasting
within intelligent supply chains (SCs) and supphain risk management (SCRM), aiming to enhance aliv&C
efficiency and mitigate risks, highlighting the usé deep learning hybrid and singles models to eskIlSCRM
challenges, specifically in mitigating uncertairapd improving demand prediction accuracy. Our mesepaper
investigates predictive modeling techniques for @edforecasting within the automotive sector. Sjedly, we assess
the effectiveness of Seasonal Autoregressive latedrMoving Average (SARIMA), Long Short-Term Memor
(LSTM), Artificial Neural Network (ANN), Recurrenileural Network (RNN), and a hybrid RNN-ANN modelthwi
Gradient Boosting (GB). Through meticulous analgsid evaluation, we demonstrate the superior prediaccuracy
of the hybrid model compared to individual mod@lse results indicate consistent outperformancaé@htybrid model,
as evidenced by lower Mean Absolute Error (MAE) &ehn Squared Error (MSE) values across electictbarmal
product categories. This research aims to provalaable insights and practical tools for businegeesefine their
demand prediction processes. By addressing denmraxedtainty, organizations can streamline their $@simize costs,
and establish a responsive and adaptable framdmoskistainable growth.

1 Introduction have already incorporated advanced technological
In today's fiercely competitve manufacturingcomponents like digitalization, networking, and
|andscape' Companies are increasing|y turning rhoadhe - automation. This is especially noticeable in thveotive
driven SCs to navigate the complexities of fludhgt SC, where the adoption of new technology, partityla
customer demands. This shift underscores a fundamerfleep learning (DL), is a direct consequence ofjiiatiing
change in market dynamics, where customers wiefdtting-edge scientific advancements and techneébgi
unprecedented influence by specifying their desird@inovations to modernize traditional practices. The
products and delivery schedules to suppliers. integration of artificial intelligence (Al) techrmgies,
Effective demand forecasting is paramount in thi§cluding machine learning (ML) and DL, has played
environment, as it enables companies to optimizeuee  Significant role in the intelligent evolution of eh
utilization across production, inventory management ~ conventional SC. _
transportation. Accurate predictions facilitate the Researchers have produced a plethora of work in the
alignment of production quantities with anticipatedield of forecasting, proposing numerous methodd an
demand, resulting in cost savings and the maintenafi  techniques mainly with ML and DL methodologies, e¥hi
optimal inventory levels while minimizing excesecit. have showcased their effectiveness in handling vast
This optimization not only fosters efficient SCMttaiso amounts of data with numerous dimensions, revealing
ensures the timely fulfillment of customerlatent patterns crucial for decision-making andiftion
demands.However, inaccurate predictions can trigger [2]. These methodologies have displayed remarkable
bullwhip effect[1] a phenomenon in SCM where minorPerformance across various domains, such as demand
changes in consumer demand lead to magnifid@recasting and price prediction, often surpassing
fluctuations as they propagate upstream. Thistiistoof ~traditional = statistical approaches ([3-4]. NotablpL
information among wholesalers, manufacturers, arf@odels like Convolutional Neural Networks (CNNs),
suppliers can result in substantial variabilityhiitthe SC, ANN and RNNs stand out for their capacity to
|eading to excess inventory, Wastage, Operationaptomatlca”y extract meanlngful features from data
inefficiency, and diminished profits. decreases the need for manual feature engineering.
Moreover, as traditional SC undergoes development, The application of DL extends to various SC
technology is becoming increasingly ingrained. M&@s forecasting tasks, covering domains like production
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forecasting, pricing forecasting, and demangerspectives, the study seeks to demonstrate a
forecasting.For instance, [5] explored the multpsathead comprehensive understanding of how effectively
prediction of coal prices by employing a hybrid Blodel. managing demand uncertainties contributes to tleeadlv
[6] investigated optimal pricing challenges faceg bresilience and risk mitigation of intelligent S@sdugh DL
members of the automotive SC, emphasizing the glivotechniques. It proposes an innovative approach that
role of prediction as the foundation for pricingcdgons. combines single and hybrid models, including SARIMA
[7] utilized statistical and econometric theorieada LSTM, ANN, RNN, and GB, with the goal of improving
methodologies to predict future demand for new g@ner the accuracy of customer demand prediction.
vehicles within the automotive SC domain. Theselistl The rest of this document is structured as follatie:
demonstrate the superiority of these models oveubsequent section comprises an in-depth exammafio
traditional statistical methods, which, being fumdmtally existing literature, the third section presents rgearch
linear, struggle to effectively handle uncertairipd methods and the procedural details employed as the
demand fluctuations. While single models have pmovefoundation for this paper, the fourth section doimés and
effective in various fields, there is limited adopt of deliberates on the experimental findings, analysisl
hybrid models in demand forecasting, indicating discussions,the fifth and final section encapsslate
potential area for further exploration. Furthermahere is conclusions drawn in this paper, along with future
a prevailing tendency to rely on single modelseathan prospects for the field.
adopt combined hybrid models.

This study is grounded in the context of intelligB@s, 2 Literaturereview

acknowledging the crucial role of demand forecgstm Demand forecasting involves predicting future marke
SCM, the incorporation of demand forecasting irte t demand, and the accuracy of this forecast diredtects a
SCRM context offers several nOteWOﬂhy contribusion Company's production p|an, inventory managememmﬂ]
Risk anticipation: The precision of demand cystomer satisfaction [9]. It can be classifiedbiftvo
forecasting aids in anticipating potential risksasated primary types: qualitative forecasting and quatitiea
with fluctuations in demand. By comprehending dethanforecasting. Qualitative forecasting depends orjestive
patterns, SC managers can proactively identifyadare judgments and expert opinions, using methods lieiy
for potential disruptions, enhancing risk anticipat discussions and the Delphi method for assessing and
Inventory ~ management:  Accurate  demand predicting product output. On the other hand, cjtetite
forecasting supports the optimization of inventtayels,  forecasting employs data to establish mathematicalels
leading to reduced holding costs, and mitigatesi#s of  for prediction.Presently, statistical methods sashtime
stockouts or excess inventory. ~ series models and grey forecasting models, alorify wi
Supply chain resilience: Recognizing uncertainties in advanced algorithms like ANNs and support vector
demand empowers SC managers to design systenssehaimachines, are commonly used in demand forecasting.
more resilient and adaptable to various scenarios. In recent times, due to the swift progress of Akre
Supplier collaboration: Demand forecasting fostershave been numerous proposals for advanced demand
improved collaboration with suppliers. Understagdin prediction methods employing DL models to enhamee t
future demand patterns enables suppliers to algir t efficiency of SCM. Al holds the potential to enhanc
production schedules and capacities with antiCd)atQ/arious aspects of SCM, ranging from order forénggb
requirements, thereby reducing the risk of disam#iin  delivery management. The utilization of DL techr@gu
the SC. facilitates the rapid analysis of extensive datased the
Resource allocation: Accurate demand forecastingconstruction of effective prediction models. Givitiese
guides decisions related to resource allocatioRdvantages, diverse industries, including butinttéd to
encompassing labor, transportation, and productiggshion [10,11] retail [12-21], tourism [22], eldctty
capacities. Aligning resources with forecasted dedr@ds  [23-26], among others [27,28], have endeavored to
in the effective management of operational risks. enhance their SCM through the incorporation of Al
Data-driven decision-making: The utilization of Al techniques.
and DL for demand forecasting facilitates more {@@c  The subjective nature of qualitative forecastintgiof
predictions, supporting data-driven decision-makmthie  results in being influenced by the personal biadethe
realm of SCRM. researcher, leading researchers to frequently opt f
Scenario planning: Demand forecasting enables theyuantitative forecasting methods. For instancetairer
creation of diverse demand scenarios. SC managers &cholars utilized the autoregressive integrated ingov
leverage scenario planning to assess the potenpaktt of average (ARIMA) model to predict the recall volumie
various demand-related risks, allowing for thears for companies engaged in auto importing [29jases
development of robust contingency plans. where time series exhibit significant fluctuaticarsd the
environment is less stable, traditional statistiostcasting
In essence, this research acknowledges the intedgal methods may yield suboptimal results. Consequeatly,
of demand forecasting in SCRM. By incorporatingsthe jncreasing number of researchers have introduced DL
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methods to enhance predictive accur&nme researchers in subsequent production, transportation, storaige sales
have recommended using the ARIMA model or multelay operations within the intelligent SC. The accurady
perceptron (MLP) for forecasting flood flows [30]3Eor demand forecasting is a pivotal factor supporting
instance, [32] utilized an ANN model to forecast sales automotive companies in expanding their market eshar
in the Turkish region. In another context, [33] ythe and boosting profits. Limitations exist within the
presented a short-term prediction system utilizingutomotive SC, although they have been less thbtpug
bidirectional long short-term memory (Bi-LSTM) for investigated. However, there is a pressing neednfme
smart power grids. Additionally, [34]tilized a RNN to research in this specific type of SC, given its ptaxity
forecast the quantity of damaged car parts. Ipthisuit of and extensive nature.

improved forecasting precision, demand forecastaisod  Hence, this research introduces a combinatiomofesi
are increasingly transitioning from single-modedgiction and hybrid models, utilizing customer demand dataaf

to combination-model prediction. Combination modelproducts purchased by an OEM. The model aims to
primarily involve the integration of traditionalfecasting forecast future demand for these specific products,
methods [35] involves combining traditional methads considering the volatility inherent in customer cem
econometric forecasting with DL forecasting methaf§ data.

and combination models founded on multiple DL sngl

models [37]. Scholars have significantly improve® t 3 Methodology

accuracy of combined forecasting models by presgrvi |n our study, we are tasked with the compleailenge
and integrating the strengths of individual mod&sne of predicting customer demand, a critical aspect of
scholars predict the demand for spare automotives pagperations for our company in the automotive sedor
using an enhanced LSTM model, and the accuracy gfidress this challenge comprehensively, we cayefull
predictions can be increased by refining the ptetic selected a range of individual and combined modets

algorithm within DL [38]. Other studies employed AN organized the process following the methodologyired
and MLP integrated models for air pollution premint jn Figure 5.

[39,40]. When forecasting the traffic flow of pagssels,

[41] applied the SARIMA-BP model, highlighting thiéle 31 Exploratory data analysis and preprocessing
joint utilization of t_Joth models yields greater iopality Our study leverages a comprehensive datasehisgan
compared to relying solely on the SARIMA modelfom 2019 to 2023, comprising 60 columns rich with
especially in handling more volatile data. Certaifytormation encompassing customer profiles, project
researchers choose to integrate DL methods to Wefif®  yetails, product specifications, operational metgach as
accuracy of forecasting models. For instance, [43]oyrs pricing data, and vehicle attributes inalgdage,
Predicted China's industrial carbon peak using BRe brand, and model. To ensure data quality and censig,
LSTM model, illustrating that forecasting with tvd@ep \ye embarked on a rigorous data preprocessing and
learning models is significantly more accurate ttéiying  gna1ysing phase. This involves integrating explsadata
on a single deep learning model. In essence, emMY@ 4nalysis (EDA) into our process for gaining a deepe
combined forecasting model allows for the integmatdf nderstanding of the underlying data charactesistic
diverse model advantages, effectively addressing thpyough EDA, we conducted an initial explorationtiof
challenge of unsjcable time series, enhancing piiedic yataset, identifying trends, patterns, and seaitpribbt
speed, and reducing errors. informed  subsequent preprocessing and feature
Currently, there is a limited amount of research OBngineering steps. Figure 1, illustrate key insigiieaned

demand prediction, highlighting the urgent needyfeater  om our EDA process, providing visual represeotagiof
attention and exploration in this area. Accuratedasting ihe data distribution and relationships.

of product demand is essential for guiding decisiaking
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Some insightful observations from the trend wereapture meaningful information that can further arde
identified, such as the initial increase indicatngeriod of the predictive performance of our models.
growth in demand, subsequent stabilization sugygsti
relatively constant demand, a slight smooth deerea8.3 Models architecture design
indicating a gradual decline in demand over timeg a  We commence our modeling approach by adopting
significant fluctuations in demand occurring atuleg SARIMA model, a classical time series forecastinupled
intervals. This variability is mainly related to stamer renowned for its ability to capture seasonal temespture
preferences, potentially influenced by seasonatofac periodic patterns in demand data, autoregressivestéor
such as holidays, sales trends, or other extenflaéinces. serial correlation, differencing to remove trendsd
In seasonal decomposition, negative values represefioving average terms for residual errors. By legeig
deviations from the average seasonal pattern abgenv these components, SARIMA stands poised to offégls
the data, indicating periods where the actual deirian into the nuanced temporal variations of customenate,
lower than expected based on typical seasonal ehavdiscerning seasonality, trends, and fluctuationgirire-
These deviations present opportunities for impram series data. Additionally, SARIMA's capability torabine
By identifying periods of lower demand, businessas ARIMA components with seasonal components enables
explore strategies to stimulate demand during e#fp the model to capture both non-seasonal and seasonal
seasons.By analyzing the trend and seasonalipatterns effectively as in equation (1).
components of the dataset, we are equipped to stadelr
Fhe underlyin_g. patterns .in_ the demand data and makeytchp Yoop + 648 + OpYip + OgE,o +u+e, (1)
informed decisions to optimize operations.
Where Y, represents the observed value at tindg,tand
8, are autoregressive and moving average parameires f
non-seasonal components ,respectigly, ande,_, are
lagged values of the time series and residuals from
previous observations,respectively. P and Q repteke
seasonal periods. is the mean of the time series. Is

3.2 Featureengineering

In the feature engineering step, we focus on etkbig.c
relevant features from the data to enhance theqpined
power of our models. This involves the creatiorboth
temporal and non-temporal features.For temporalifes,
we leverage the time-related aspects of the datagpture . .

: o~ white noise.

trends, seasonality, and periodic patterns. Common
temporal features include month, and year. Thesifes
provide valuable insights into the temporal dynanaitthe
data and can help improve the accuracy of our gieds.
In addition to temporal features, we also enginaam-
temporal features that capture other aspects oflée
unrelated to time. These features include cust@nadites,
project details, product specifications. By encgdand

Building upon the foundation laid by SARIMA, we
incorporate the LSTM model,as it is structure i\saited
for capturing long-term dependencies and complex
temporal relationships in sequential data as iratous
(2),(3),(4),(5),(6),(7), Figure 2. Its inclusiontemces our
model's capacity to capture intricate patternsustamer

transforming these features appropriately, we agm td emand.
\
(@ o | g
Fo;?éal | Inglt: | Candidaie Output
gF gl memaory T gate
‘Lo "[fe] ¢ fem] offe]
Hidd:ln state 1 1 I
L I( J
Input X,
Figure 2 Cell gtructure of the LSTM
iy =0 Wyxe + Wpihe g + Wiy + by (2) 0r =0 (WyoXe + Whohey + Weoce + by (5)
fe :O'(foxt + thht—l + Wepcrq + bf ) ¢ =fe *coa i 7Ge (6)
ge = tanh Wygx, + Wyghe 4 + by 4) hy=o,*tanh (c;) (7)
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Where:x, is the input at time step k,_, is the previous data by retaining memory of past inputs througtpsom
hidden state;,_, is the previous cell state (memory), its architecture in equation (9), Figure 4. Thidigtallows
f., 9., ando, are the input, forget, cell, and output gatedRNNSs to effectively recognize patterns and depecidsn
respectivelys is the sigmoid activation function. W and bwithin sequential data, making them suitable fameed
are the weight matrices and bias vectors for eath g prediction.

In addition to SARIMA and LSTM, we consider the  The ANN model architecture
adoption of an ANN and RNN. These models offer
versatility and scalability, allowing us to explaigferent Y=1fC2", wix; +b) (8)
facets of demand prediction and complement thagtins
of SARIMA and LSTM.We deploy the ANN model with Where: y is the outpout of the neuron,f is thevatibn
its capacity to learn intricate mappings betweepuin function,w; are the weights of the connections from the
features and output predictions as in equatiorH{@ure 3, previous layery; are the inputs to the neuron,b is the bias
as well as RNN model is ability to analyze sequerwfe term,n is the number of inputs to the neuron.

Input layer @ Middle layer

'(‘ 1]

[reaf— \-®—> £(53)

Figure 3 Cell gtructure of the ANN

The RNN model architecture connectionsh,_, is the hidden state at the previous time
step,x; is the input at time step#;,, is the bias term for the
hy=fWpphe_y #Wanxe + bp) ye=£f(wyhe +by) (9)  hidden layerw,,, is the weight matrix for the output layer,
h. and b, are the bias vectors for the hidden state and
Whereh, is the hidden state at time step t,fis the atitma  output layer respectively.
function,w,, is the weight matrix for the input

A
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Figure 4 Cell gtructure of the RNN
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3.4 Gradient boosting and final output predictions by minimizing errors from individual aie
prediction learners. By focusing on poorly predicted data fsdirom
After selecting the ANN and RNN models based ofirevious iterations, the model gradually refines it
their performance metrics, we developed a piongeriPredictions.
hybrid model that integrates predictions from huibdels Once trained on the combined predictions from the
as inputs to a gradient boosting algorithm, asalegiin ANN and RNN models, the GB model generates final
Figure 5. This innovative approach aims to cagieabn output predictions. These predictions leverageghtsi
the diverse strengths of each model to enhanceviiall  from both models to accurately forecast future deina
predictive performance. patterns. _
GB, a powerful ensemble learning technique, consbine By incorporating the strengths of both the ANN and
multiple weak learners (such as the ANN and RNIXNN models through GB, the final output predictiame
models) to create a robust predictive model. Dutimgy €xpected to be more robust and accurate, providing

training phase, the GB model iteratively improvés ivaluab]e _insights for decis_ion-making and resource
allocation in demand forecasting scenarios.

Exploratory Data
Analysis and
Preprocessing

Feature Engineering

Model Architecture

Model Architecture
Design for RNN

Model Architecture
Design for ANN

Model Architecture
Design for LSTM

Design for SARIMA

RNN Output

ANN Output

LSTM Output

SARIMA Cutput

Gradient Boosting

Final Output

Metrics Evaluation

Figure 5 Demand forecasting with single and hybrid models

4 Reaultsanalysisand discussion data.These plots in, Figure 6 and Figure 7, pmwad
4.1 Modelsoutput graphical representation of the predicted valuespaoed

The models were compiled to visualize theifto the actual values, allowing for a qualitativeessment

performance. Through visual inspection of thesgsple  Of €ach model's predictive capabilities.When commgar
can observe the performance of each model in dagtur "€ LSTM and SARIMA models, we observe distinct

the underlying patterns and trends in the demarftternsin their predictive capabilities.
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ELECTRIC Product: Actual vs Predicted Demand with SARIMA
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Figure 6 Product demand prediction using the SARIMA model (Actual vs. Predicted)
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ELECTRIC Product: Actual vs Predicted Demand with LSTM
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Figure 7 Product demand prediction using the LSTM model (Actual vs. Predicted)

The LSTM model uses the following hyperparameters: The LSTM plot demonstrates stronger performance
a look-back period of 12 time steps, 50 LSTM umith  compared to SARIMA, aligning more closely with the
'relu’ activation, an input shape of (12, 1), asdefayer actual demand values. Despite its complexity, LSTM
with 1 unit, the 'adam' optimizer, 'mse’ as the fosiction, effectively captures long-term dependencies in eptjal
900 epochs for training, a batch size of 32, amdrhosity data, contributing to its ability to predict cus@mnuemand
level of 0.For the SARIMA model the hyperparametres) the automotive sector. However, while LSTM ezdel
used are: order (p, d, q) for both thermal andtetec capturing complex temporal relationships, there rsidly

products: (1, 1, 1) and seasonal order (P, D, @rd)oth be room for improvement in certain aspects of its
thermal and electric products: (1, 1, 1, 12). predictive accuracy.
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In contrast, the SARIMA plot shows relatively weakethe automotive demand dynamics, resulting in less
predictive performance compared to LSTM. Whileaccurate predictions compared to LSTM.
SARIMA is capable of modeling seasonality and terapo  As the performance of both LSTM and SARIMA still
dependencies, it may struggle to fully capture thfalls short of desired accuracy levels, we addtessby
complexities of the demand data in this contexs. Itexploring an ANN model.
performance may be affected by the challenges poged

ELECTRIC Product: Actual vs Predicted Demand with ANN
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Figure 8 Product demand prediction using the ANN model (Actual vs. Predicted)

The ANN model, in Figure 8, demonstrates superidayer with 'relu’ activation, 1 unit in the outdater, the
accuracy compared to both LSTM and SARIMA for bottadam' optimizer, ‘'mse' as the loss function, §gbs for
products. Its ability to effectively capture thengmex training, a batch size of 32, and a verbosity |eel.
patterns in the demand data suggests that ANN's In light of the superior performance demonstratgd b
architecture and learning mechanisms are well-guite the ANN model and the inherent ability of RNN
modeling the intricacies of automotive demand dyicam architectures to capture sequential dependencies

The ANN model uses the following hyperparameters: effectively, we employ the RNN model to further anbe
look-back period of 12 time steps, 50 units infite dense predictive accuracy and address the challenges.
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Figure 9 Product demand prediction using the RNN model (Actual vs. Predicted)

The RNN model hyperparameters are as follows: effectively captures the underlying patterns amdpieral
look-back period of 12 time steps, 50 SimpleRNNsyr@n dependencies in the data, making it the most feliab
input shape of (12, 1), a single unit in the delaser, predictor among the single models evaluated.

‘adam' optimizer, 'mse' loss function, 900 epoatis f  To further boost the model's performance, we emaloy
training, a batch size of 32, and a verbosity |edl. hybrid approach that leverages the strengths ofiplal

The RNN model demonstrates, in Figure 9, the highesiodels. Specifically, we combine outputs from btith
level of accuracy, with predicted values closeigrdhg ANN and RNN models and use them as input for the GB
with actual ones. This suggests that the RNN modeiodel.
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Figure 10 Product demand prediction using the hybrid model ANN-RNN and Gradient Boosting model (Actual vs. Predicted)

The GB model employs default hyperparameteradditionally, it leverages the ensemble learninghteque
provided by scikit-learn's GradientBoostingRegressmf GB to enhance predictive accuracy.
(Figure 10). These include using decision treebase By integrating diverse modeling approaches, we
estimators, 100 estimators, a learning rate of &.hax optimized the model's performance, aiming to adhiev
depth of 3 for each tree, a minimum number of sasplsuperior accuracy in forecasting automotive demand
required to split an internal node set to 2, a mimh  dynamics. This makes the hybrid model the optirhalae
number of samples required to be at a leaf nodéoskt for customer demand forecasting in our case.
and subsampling of the training dataset set to 1.0.

The GB emerges as the most effective model amang th.2 Metrics evaluation
ensemble, outperforming the ANN, RNN, LSTM and We conducted a comprehensive evaluation of the
SARIMA models. The hybrid architecture combines th@erformance of our demand forecasting models usvog
complementary capabilities of ANN and RNN, effeetiv. common metrics, MAE (10) and MSE (11).
capturing complex patterns and sequential depemsenc
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MAE =1 LN A (10) models, they capture different aspects of model
no performance. MAE focuses on the average magnitfide o
1 op SN2 errors, while MSE considers both the magnitude and
MSE =— (v -1) (1) variance of errors.
By comparing MAE and MSE across SARIMA,
Where:Y; represents the actual vallig,represents the LSTM, ANN, RNN, and GB models, we analyzed each
predicted value, ana. represents the total number ofmodel's accuracy and precision. The Table 1, below
observations. summarizes the performance metrics for both siagle
hybrid models.
These metrics were selected due to their effeatisen
in quantifying the accuracy and reliability of pigte

Table 1 Performance metrics analysisfor single and hybrid models for products

Metrics Products SARIMA LSTM ANN RNN  GB (Hybrid
model)
MAE Electric 619.8¢ 616.2" 239.4( 88.8( 12.71
Therma 3014.9¢ 776.6. 248.0¢ 96.7( 37.18
M SE Electric 924692.2 662561.5 111265.4 33114.5 332.34
Therma 20399280.6  1067173.7 111110.7 35855.7. 2916.64

SARIMA exhibits relatively high MAE and MSE prediction errors and enhances the overall pre@icti
values across both electric and thermal produegcaies. performance.
This suggests that SARIMA's predictions deviate
significantly from the actual values, indicatingnited 5 Conclusions

accuracy in demand forecasting. In conclusion, this research paper has investigated
LSTM performs better than SARIMA but still showsyarious predictive models for demand forecastinghia
relatively high MAE and MSE values. While LSTM gutomotive sector. Through comprehensive analysis a
effectively captures some long-term dependenciethen eyaluation, we have demonstrated the effectivenéss
data, its predictive accuracy falls short compaiedhe hybrid model combining RNN and ANN with GB in

hybrid model with gradient boosting. predicting demand, surpassing single models such as
ANN demonstrates improved performance comparegarIMA, LSTM, ANN, and RNN.

to SARIMA and LSTM, with lower MAE and MSE values.  The results indicate that while single models eihib

However, it still lags behind the hybrid model WBB, varying degrees of accuracy in demand predictibe, t
indicating room for improvement in accuracy. hybrid model consistently outperforms them. By
RNN exhibits relatively low MAE and MSE values leveraging the strengths of multiple models andeeride
compared to SARIMA, LSTM, and ANN. It demonstratesearning techniques, the hybrid model demonstrates
strong performance in capturing underlying patteand  superior predictive accuracy, as evidenced by IdVAE
temporal dependencies, making it a reliable predictand MSE values across both electric and thermalysto

among the individual models. categories.

However, despite the similarity in products |n the context of demand forecasting, we looked int
characteristics, there are significant differeninge MAE  the performance difference between LSTM and ANN
and MSE values between the thermal and electridysts models. Remarkably, our test findings showed tiat,
across all models. This discrepancy indicates that terms of prediction accuracy, the ANN model perfedn
predictive accuracy varies depending on the type @ktter than the LSTM model, contradicting the wjdel
product, with the thermal product consistently gie) accepted belief that LSTM performs better wheroites
higher MAE and MSE values compared to the electrig time-series data processing. Despite the simgris
product. These findings suggest that the models m@grformance difference that was found, this study
perform differently when applied to different type$ emphasizes how crucial it is to comprehend howouti
products. _ o models behave in practical settings. We can leanym

Overall, the hybrid model combining RNN and ANNthings about the advantages, disadvantages, ahd tas
with GB consistently achieves the lowest MAE andBMS specific applicability of LSTM and ANN models by
values across both electric and thermal produegeates. methodically investigating the elements causing the
This indicates superior accuracy in demand preaficti performance disparity between them. Future stualies
compared to individual models. The ensemble of RINN  real-world applications in demand forecasting atiteo
ANN, combined with GB, effectively minimizes time-series prediction challenges will be greathpacted

by this insight. It highlights the requirement foareful
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model selection, thorough experimentation, anfb]LIU, C., SHU, T., CHEN, S., WANG, K., LAI, K,

continuous refinement to ensure optimal performaarzk GAN, L.: An improved grey neural network model for
reliability in real-world settings. predicting transportation disruptiorSxpert Systems
It's crucial to recognize this study's limitatiottspugh. with Applications, Vol. 45, No. 2, pp. 33840, 2016.

The use of historical data, which might not acalyat https://doi.org/10.1016/j.eswa.2015.09.052

reflect unexpected or unexpected shifts in demattéms, [7] LIAN, R., PENG, J., WU, Y., TAN, H., ZHANG, H.:

is one drawback. Furthermore, the specifics of the Rule-interposing deep reinforcement learning based

automobile industry and the accessibility of dateyhave energy management strategy for power-split hybrid

an impact on how effective the hybrid model is. electric vehicleEnergy, Vol. 197, No. April, 117297,
Future studies should investigate how externabfact 2020. https://doi.org/10.1016/j.energy.2020.117297

like customer preferences, changes in legislatemm [8] SINGH, D., VERMA, A.: Inventory Management in

economic situations affect the accuracy of demand Supply ChainMaterialsToday: Proceedings, Vol. 5,

forecasting. Furthermore, examining the hybrid niede  No. 2, pp. 3863872, 2018.

scalability and computing efficiency in scenaridsenl- https://doi.org/10.1016/j.matpr.2017.11.641
time demand forecasting would vyield importan{9] ABOLGHASEMI, M., BEH, E., TARR, G,
information for useful application in the automebsiector. GERLACH, R.: Demand forecasting in supply chain:

Moreover, the integration of advanced methodologies The impact of demand volatility in the presen€e o
like anomaly detection algorithms and reinforcement promotion,Computers & Industrial Engineering, Vol.
learning may improve the resilience of demand faséng 142, No. April, 106380, 2020.

models, especially in situations that are uncertaid https://doi.org/10.1016/j.cie.2020.106380

dynamic. Furthermore, investigating the incorporatof [10] LI, Y., YANG, Y., ZHU, K., ZHANG, J.: Clothing
data from non-traditional sources like social medod Sale Forecasting by a Composite GRU-Prophet
devices, and SC networks may present new perspsctiv. Model With an Attention Mechanism,|EEE

into demand forecasting and enhance its precision. Transactions Industrial Informatics, Vol. 17, No. 12,

In summary, this study offers valuable insightsint pp. 83358344, 2021.
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