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Abstract: The ever-accelerating revolution along with diggtaion of the healthcare industry has revealedpgbwer of
machine learning and deep learning prediction nsomtebddressing health supply chain logistic isslibe purpose of
this study was to predict the demand for medicirm@sg autoregressive integrated moving average Niland long
short-term memory (LSTM) time series models whidenparatively analysing their performance for medicilemand
prediction to optimize the flow of supplies in thealth system. Using data generated in Rwandaghbbéilth supply
chain, in our study focused on predicting the dedr@drihe top five medicines, identified as highlypplied (amoxicillin,
penicillin v, ibuprofen, paracetamol, and metrommla). We evaluated the models’ outputs by rootnreguare error
(RMSE) and the coefficient of determination, R-ggda(R). In comparison to ARIMA, the deep learning LST\ae
revealed superior performance with better accusamd/lower error rates in predicting the demandhfedicines. Our
results revealed that the LSTM model has an RMS&evaf 2.0 for the training set and 2.043 for tbsttset, with R
values of 0.952 and 0.912, respectively. ARIMA AafRMSE value of 9.35 for the training set and 8.8 the test set
as well as Rvalue of 0.24 and 0.16 for the training and tess,srespectively. Based on these findings, weneoend
that the LSTM time series model should be usediéonand prediction in the management of medicindstaeir flow
within health supply chain due to its remarkabldgrenance for prediction task when applied to thtadet of our study.

1 Introduction comparative studies due to the increase in dataleodty
In the current digitally interconnected and highand their volume for achieving more accurate fostcan

technology driven world, the health system andicdin the health supply chain. On the other hand, astadiigi
settings have challenges in successfully managimg Eechnology builds up, deep learning prediction nigde
enormous volume of health supply chain data wighatim ~ Such as LSTM time series models, are being appiiec
of providing the high-quality healthcare servicéwatt frequently fortime series prediction in the heakttor and
consumers would expect [1]. Organizations must adofis include medicine demand prediction and supply
advanced technologies and data science methodsjogiglanning [4]. According to a study focusing on deep
such as deep learning and machine learning appesactearning LSTM models for COVID-19 forecasting using
including prediction models. In return, these apptes upgraded method published by Luyu Zhou et. al. 2023
and technologies offer more accurate supply chalfSTM -based models have been recognized as part of
forecasting' Operationa| efficiency and improvegigdc prediction models with the most advanced ablllt}d an
function, while also optimizing the service deliyer accuracy for time series data [5]. Despite theeiasing
process, management of financial, logistic aspec Significance of machine learning models in heaithply
effective use of resources [2]. chain forecasting, research in this area is stiking and
Time series predictions is a core part of datanseie limited, most notably in terms of how to adopteigtate
that has numerous applications. Accurate predistame and accurately use machine learning and deep iearni
imperative in health supply chain forecasting taskiselp approaches. While most research has focused og usin
in designing and implementing evidence-based dewisi Prediction models. to predict disease burden orrthei
at operational, strategic, and tactical level [Bhditional ©occurrence, there is a need to advance the heasilys

econometric methods such as ARIMA may requiréhain by exploring the potential contribution olvadced
prediction models for medicine demand predictidn [6
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This study seeks to fill this void by undertaking &2020, emphasized a track-record of progresses in
comparative examination of LSTM and ARIMA prediction performance over time, the need to ceptie
predictions models, with a particular emphasis ouancertainty in prediction tasks, and aspects thay fve
identifying which of them perform better in therfrawork wrong for prediction tasks in social settings. Ttago
of health supply chain forecasting. While LSTM andliscussed what is known and what is not clearlyetstdod
ARIMA models are both known for their ability togperm  or still unclear and thus requires further reseddch.
demand predictions, our study intended to compgeemt Additionally, the potential and efficacy of demand
and determine which may contribute most effectiviely prediction models based on shallow neural networks,
health supply chain forecasting through reliablended including deep learning neural networks such asN. Sor
prediction for medicines with less complexity, gega estimating future medicine demand was confirmed by
accuracy, and prospective applicability [7]. Thalgaf this  Rathipriya et al. 2023, who focused on demand ptiedi
study is to make a comparative analysis of LSTM anehodels for time-series pharmaceutical data wittytied of
ARIMA models’ performance in health supply chainsuggesting marketing and sales tactics in pharntiaaéu
forecasting. With this aim, we will be able to irope the companies [12].
automation of demand for medicines and thus opémiz A study conducted by Absar et al. 2022, on the
supply chain forecasting tasks and logistic tedinicusefulness of deep learning LSTM models for préutict
aspects. In the end, these achievements will calt@im the spread of infectious diseases, indicated lteatrtodels
boosting the delivery of healthcare services. may provide insights and contributions to accuyatel

The rest of this paper is organized as follows: ipredict the spread of infectious diseases’ outtysakh as
addition to the previous first section, in sectnwe COVID 19. Based on these findings, LSTM models doul
present the literature review and section 3 dig=igske provide insightful forecasts and help to appredia¢etrend
methodology with a brief description of the applieddels and gravity of the diseases while informing decisio
for our study, ARIMA, and LSTM prediction models.makers about how to proceed cautiously and take the
While this section focused on the theoretical canéend needed measures to bring the situation under datttbe
the ways we did the accuracy measurements, irosacfi, most convenient time [13]. LSTM works particulavell
the results and discussions of the study are destwith with sequential data and typically excels at capgulong-

a contrast to what have observed in other similadiss. term dependencies, putting them in the greate#iqroor
Finally in section 5, we wrap up the study and feva time-series data, and therefore, may be applidtihealth
conclusion and recommendations based on our stusiypply chain to predict demand, events or operstib4].

findings. For example, when predicting the trend of pati¢atbe
admitted, LSTM models can be applied by a healtinge
2 Literature review to optimize the appropriate utilization of bedg flow of

Digital transformation in the health supply chaifong Personnel and materials including medicines or nadi
with the automation of demand prediction and suppli§upplies and equipment. Furthermore, the LSTM and
planning have the ability to optimally allocate sesces, Multivariate time-series models can be used in deima
resulting in considerable cost savings and impreesdice Prediction and supply planning for lifesaving protisuch
delivery. This change lowers human errors, speadgget as blood donations, as they may be applied infnsaftply
achievement, and promotes the use of predictii@ain toensure timely availability and accesdijoif them
algorithms in the demand and supply planning ofdrtgmt  [15]. Also, these may help in improving effectiveancial
drugs in clinical settings [8]. Health products aneidical Management and well-coordinated flow of medical
supplies are crucial for preserving human healthwell-  supplies while keeping ideal inventory levels and
being, but they also contribute significantly taahlecare ~Preventing expiries, shortages, out of stock, aretstock
expenses, particularly in LMICs with limited resoes. ARIMA is a time series prediction model with
Because of the importance of medicines and medica#toregression, differencing and moving average
equipment in healthcare service delivery, as weltle components. It is commonly applied for short to roed
issues of wastefulness and inconsistency in suppty term predictions. ARIMA prediction models’ applidé
demand planning, data-driven prediction models rbast in the health supply chain, may be used to endteetive
used to accurately predict their demand [9]. THio a inventory management and flow of accurate inforomati
contributes to the management of logistics assedtiaith ~ While anticipating the consumption pattern of meés,
both the supply and flow of medicines at differienels of Which may serve in preventing stock outs or wastefu
healthcare delivery. resources with surplus stock [7,16]. A health tositin can

According to a study by Roy and Mitra in 2021, whic Profit from the use of ARIMA models to predict the
concentrated on the use of machine learning foraiem demand for medical supplies and thus anticipatemtat
prediction of essential medicines, their findingsfirmed needs. ARIMA models may also be used to anticifise
that machine learning-based prediction models hhge Presence and severity of an outbreak using histodata,
potential to optimize the pharmaceutical supplyimha Which can provide helpful information for planning
resulting in reduced expenses as well as moredaffite Suitable public health interventions. A prominexample
medicine [10]. Similarly, in their study Makridaket al. Of this may be the use of predictive models foviatagious
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illness, which may help decision-makers allocaseueces which one should provide better accuracy when agpb
for containment, preventative measures, and traatmeublic health supply chain data generated by thetnic
options, as occurred during the COVID-19 period ankbgistics management information system (e-LMIS).
other infectious diseases [17,18].

ARIMA and LSTM models can both reliably perform3  Methodology

the demand prediction task as they are enable@p@!id  This section gives an overview of how we performed
complex trends in time-series data, and in thiam&ghey our research while establishing how to predictdemand
are increasingly being applied to health supplyirthaoef medicines using selected top five medicines kegbjn
forecasting. While these advances in forecastisgstare Rwanda. The methodology involved several steps) asc
beneficial in terms of presenting Competitive ad&gas, Co||ecting data, preprocessing data, Choosing TBOMU
they contribute differently depending on how the a figuring out how to interpret their performance ftamand

applied and the context or type of dataset appti¢d]. In  prediction of medicine as a core forecasting tasfuiblic
the context of this study, both ARIMA and LSTM arenealth supply chain.

contrasted in relation to their performance in tealth
supply chain, particularly their performance anduaacy 3 1 Study setting

for predicting the demand for medicines. The adopéind Rwanda is a small landlocked country in East Africa
integration of machine learning and artificial ifigence \yith a t land area of 26,338 km2. According tofindings

in health supply chains such as the applicatioh®fM ¢ the fifth population and housing census (PHC),
and ARIMA time-series models, provides a compeditivRanda's population exceeded 13.2 million in
advantage, particularly through the improved pic pecember 2022 [22]. The country has promoted the
accuracy and appropriate management of changiggjiery of health care through various initiatives
dynamics in medicines demand prediction [19,20)r Fqncjyding streamlined supply and consistent aviitatof
example, the use of LSTM and ARIMA in health supplynedical supplies. In relation to the flow of medis, the
chains may enable more dynamic and adaptive predict o \1jS which a digital platform used in all publiedith

where LSTM time series model may typically targefailities, helped in the record, storage and vigjbof
sudden changes in patient admission patterns, tzml tsupply chain data.

ARIMA models refine short-term predictions based on
recent trends [7].

The adoption of LSTM and ARIMA models for the
demand prediction of medicines provides a valuabk,=
contribution towards data-driven inventory manageme y
resource allocation, and improved overall operatiand
efficiency in in health supply chains [7]. Howevbetter
accuracy from either LSTM or ARIMA models as wedl a
the choice of which one to consider may be depdrmen . :
or suited to a kind of dataset or context [21]. (Elfere, we ;I'he Flgulr_e dl bel(;)_vx{, ShO.WS the tt_[[ends of to fivested as
have compared these two types of models to determiry P SUPPIEA MECICINES In quantiy.

3.2 Data collection and preprocessing

In our study, we used data from eLMIS for a pendd
ears, from January 2015 to December 2022, toper
demand prediction of medicine. The time frame for
prediction has been set out in relation to usd@feMIS

as both a logistic and digital tool for the managetrof
health products in Rwanda which was launched ir6201

The trends of quantity of the top five supplied medicines

12000 Item Description
PARACETAMOL 500 MG TABLET 8/1000
METRONIDAZOLE 250MG TABLET B/1000
AMOXICILLIN 250 PSULE B/1000
IBUPROFEN 200 LET B/1000
PENICILLIN V 250 MG TABLET B/1000

10000

8000

Qty

6000

2015 2016 2017 2018 2019 2020 2021 2022 2023
Years

Figure 1 The trends of supplied quantity for each of the top five supplied medicines by time (2015-2022)
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In terms of data cleaning, we removed outliers arkhown as A type of RNN that has emerged as anteféec
handling missing numbers to ensure that the dats wand scalable model for many forecasting tasksithgly

correct. Any mistakes or flaws in the data weredixo
maintain data's integrity. The table 1 presents tttal

quantities supplied during the study period andgsthates
the category for each of the five selected medines
highlighted in the above Figure 1 but also illustdain the
above Table 1, we have considered the top fivesitigt
were supplied in high quantity in the Rwanda pubgalth
supply chain. After preprocessing our dataset,

identified that these top five medicines

mg, metronidazole 250 mg, and penicillin v 250 mg.

learning sequences of data [23]. The LSTM cell ipligts
X, ¢, and h with various weight tensors and proeg#isem
with unique activation functions. Thus, cell memanyd
hidden state have been adjusted. The next inpstdime
step will use the recalibrated ¢ and h values. T&&M

cell will produce two outputs, namely the cell maynand
the hidden state. These outputs will persist uhél final

wiime step is reached [24]. The equation 1 belowides a
includedlescription of the LSTM model (1):
amoxicillin 250 mg, paracetamol 500 mg, ibuprofé® 2

CtN = tal’lh(Xthh + Gt—lyhh + ah)

Ce = fiC—q +1,C7

Table 1 The five selected highly supplied drugs G, = o, tanh(C,)

Name of Drugs Quantity Medicin_e’s fi = 0(X Yy + Hi_1 Yo +ap)
therapeutic grot i, = 0(X,Yy; + G,_,Yy; + ;)
Amoxicillin 250 mg 79,167,273 Antibiotic 0, = 0(X, Y + G,_1 Yoo + ay) 1)
capsul b/100(
Paracetamol 500 mg | 74,623,247 Anti- where the cell state is representeddy which carries
tablet b/1000 inflammatory and  previous timestamp and current timestamp, forgee ga
analgesi by f; helps to decide wich informations to remembeioor t
Ibuprofen 200 mg 60,479,173 Anti- forget, input gatéy i, quantifies the value or importance
tablet b/1000 inflammatory and  of information carried, and gatiey o, helps to provide
analgesi model output.
Metronidazole 250 mg 49,252,008  Antibiotic X,: input to the current timestami,_,: hidden state
tablet b/1000 (nitroimidazole | of the previous timestamp,: weight associated with the
— class input, ¥, .- weight associated with the hidden state, and
Penicillin v 250 mg 38,029,381 Antibiotic

represent the sigmoid function. The sigmoid laygpaots
numbers between zero and one, describes how much of
o each element should be passed through. A valuerof z
3.3 Description of models means "release nothing”, while a value of one means
For model selection, we used LSTM, and an ARIMArelease everything".
for demand prediction of the five selected medisias The LSTM model is capable of acquiring knowledge
highly supplied. We were interested in contrasti$fM  and optimizing a mathematical function that takes a
and ARIMA to see which one works best when dealingequence of observations as input and generatesva n
with massive amounts of data generated by the gup@lbservation as output. According to input-outputegas,
chain for medicinesVe were interested in the comparisorpbservations are collected and organized. Thissonses
of LSTM and ARIMA prediction models to see whicheon a Sing|e_step predictive model with numerous |rtp'ne
works better when dealing with massive amountsaté d steps and one output time step. A Vanilla LSTM nhode
related to the flow of medicines and informationti©e  with one hidden and output layer was used for ptii.
health supply chain. While the LSTM Model is a deeghe 200-layer LSTM model forecast. Every layer used
learning framework that is made to find tempordigras ReLU activation. LSTM model input shape was
in data sequences, the ARIMA model is an econometidietermined by predictor dimensions. LSTM model also
model using a time series forecasting method, frstudy,  showed predictive consistency in steps and feaf@fds
we had to set up the model with the right factorsofder. While the incorporation of kernel (0.06), recurrent
Both the LSTM and ARIMA models were selected beeaug0.05), and bias (0.02) regularizers successfultressed
of their applicability in demand prediction taskedahus  the problem of overfitting in the model, the utifion of a
we intended to validate their performance in adiranthe  dropout rate of 0.2 was discovered to effectiveldrass
management of health supply chain [19]. the issue of overfitting by selectively eliminatilayers at
the specified rate. The aim was to clarify and usided
3.3.1 Description of the LSTM model the model. The RMsprop optimizer calculated the mea
The application of LSTM models has becomequare error of the loss function. In each of ti® 2
increasingly common as an advanced data analytiGaédrations, the model was given X and Y coordinatksing
method to address a wide range of issues relatedrting  a trained model and the previous month's data, ave c
from time series data during demand prediction. M33  predict future values. Assuming a time step ofi§tonical

table b/100(
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medical data can be used to estimate the nexteitim. for the selected medicines. This study followedicath
The basic functionality of LSTM models is maintairgy rules on data privacy, use and protection. Authage
a memory cell called the "cell state" throughoutith secured the authorization to access the data detesnd
lifetime. A horizontal line runs vertically fromehhighest they have ensured that all the data used were aripeg
to the lowest in the diagram. A conveyor belt tpports the  to preserve data privacy. It is also important o that

data. this study has some flaws. We acknowledge that the
volume and reliability of data may affect the potin
3.3.2 Description of ARIMA model tasks that our models did not take into accounsidet

The ARIMA model uses statistics to look at a set dfactors like policy changes or unpredicted evenisib
times. Historical values from time series, suctliagging forthright terms, the methodology applied was appete
values and prediction errors, are used to extraefull in relation to the dataset we used during our rebedn
information. The ARIMA model has three numbersdp, relation to the assessment criteria that we consigleve
and g, where “p” is the order of the autoregrestivs, were able to conduct a thorough analysis and relache
“q” is the order of the moving average terms, aditi$ the relevant conclusions regarding the accuracy and
number of differences needed to show that a timesé performance of the applied models. The evaluatietrios
stationary [16]. The ARIMA model, which stands forused to evaluate the model success are RMSE andifR
autoregressive integrated moving average, empémgeld RMSE, the errors are approximately squared beftine.
data from its optimal results when the predictiagiables RMSE gives more weight to larger errors and thiyy ma
are both independent and uncorrelated. The proskessshow that RMSE is much more useful when the ears
differentiation serves as the primary method fdrieang large and significantly affects the model perforoarhis
stationarity in a series. In contrast, this procedovolves avoids the absolute value of the error, and thtatiam is
the subtraction of the previous value from the enirr useful in many mathematical calculations. Evenhis t
value. The variable "d" represents the minimal nemdf  metric, the lower the value is, the better the rhodé
differentiations necessary to achieve stationaritythe perform. The R also known as the coefficient of
series. determination, is a metric indicating how well adabfits

It is crucial to note that the differentiation paweter, a given dataset. It indicates how close the fotedagalue
denoted “d”, assumes a value of zero in instantesevthe  or quantity plotted is to the actual data valude Rvalue
time series has already achieved a condition bflgtaIn  lies between 0 and 1, where 0 indicates that tbidaidoes
the context of significance, the terms "p" and fgfer to  not fit the given data and 1 indicates that the ehditis
statistical measures commonly used in hypothestinte perfectly to the dataset provided.
and statistical inference. The variable "p" is usedenote
the order of the autoregressive term. A "forecagtethtity 4 Results and discussion
of Y shifts" is a set number of Y shifts used azfaster. In this section of the article, we discussed thelyss
The moving average verdict's position in the segeids  findings, which involved LSTM, and ARIMA models to
"q". Based on the parameters, the ARIMA model mugredict the demand for the selected five mediciuastly
compute the forecast error. Time series analysenafses sypplied in the public health supply chain of Rwarithe
statistical autoregressive and moving average rso@iée  section provides a lookout on how well the modedsked,
ARIMA model merges autoregressive and moving averagighlight the most significant findings and which

time series models. As presented through Equatithe? prediction model is recommendable model to be tsed
autoregressive model describes a situation in which the demand prediction of medicines.

value is decided only by its past values. Previ@lses of

y_t, called "lags of y_t", affect its value [26]. 4.1 Evaluation of ARIMA and LSTM
time series models
The findings of this research demonstrated that in
comparison to ARIMA models, employing LSTM time
series model for predicting the demand medicine is
promising and more accurate based on its perforendre
] ) . assess the performance and accuracy of the m&idBE
where, Y_(t-1) is the lagl of the serigs,1 is the znq R metrics were used. These metrics offer insights in
coefficient of lagl that the model estimates andliss the e accuracy and explanatory power of the modeé Th
intercept term, which is also estimated by the rhode  55sessment metrics for several models, includiny the
] ) ] training and testing sets, are displayed in Tablf&

3.4 Analysis and interpretation of results LSTM model achieved a RMSE of 2.0 on the trainieg s

The study looked at how both LSTM and ARIMAaccompanied by ar?Bcore of 0.952. These results suggest
models performed in demand prediction of medicineg high level of accuracy for medicine demand préatic

Time series forecast plots were presented to slowell  The LSTM model demonstrated strong generalization
the models could be used in health supply chagchsting

Equation (2) below, provides a description of the
ARIMA model.

Ye=0+B1Yi1t+BYe ot +BYepte (2
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capabilities on the testing set, as evidencedsgttained from training to testing shows that the LSTM modeés
RMSE of 2.043 and Rscore of 0.912. The results indicatenot overfit and performed well through a reworkioiga

a relatively low level of demand prediction perfamee similar trend and adaptation to new informations@&hon
for ARIMA time series while the accuracy andthese results, the LSTM model can be recommended as
performance were good and preferably recommendable useful tool for demand prediction of medicines.

LSTM time series models. Our findings are congrungtit

what was shown in a study conducted by Lou eRG222, Table 3 Presentation of results fromthe evaluation of models

who examined the ARIMA, deep neural networks (DNN) Model Se RMSE | R Squar
and LSTM models in predicting the burden of dissase LSTM Train 2.C 0.95:
According to their study, LSTM models perform wadl a Tes 2.04: 0.91:
novel approach for making accurate foreacasts ef th ARIMA Train 9.3t 0.2¢
burden of pneumoconiosis [21]. On the training Hes, Tes 8.92¢ 0.1€

ARIMA model similarly fared poorly, with an RMSE of

9.35 and Rvalue of 0.24. As presented in Table 3, thg »  presentation of plots for time series model
findings of the testing set were equally disheanignwith prediction

> Lo
an RMSE of 8.926 and*Ralue of 0.16, which |nd|cated_ The plots resulting from LSTM and ARIMA time series
that the model was unable to capture the underly"}ﬂ’edictions are showed in Figure 2, Figure 3. Ntahe

patterns in the data. LSTM model consistently generated more accurate

Based on a comparative viewpoint of the modelsp - :
redictions than the ARIMA models as the predicad
results, we understand that the LSTM model doemrbetactual amount overlays for LSTM time series prégict

than the ARIMA model. The small drop in performanc%nIy

5 LSTM Time Series Model Plot for Medicine Demand Prediction
Actual
Predicted
25
8 %
<
o
©
- 15
£
>
5 10
5
2015 2016 2017 2018 2019 2020 2021 2022 2023
Years
Figure 2 Presentation of the plot for demand prediction of medicines with LSTM model
ARIMA Time Series Model Plot for Medicine Demand Prediction
Actual
Predicted
25
8 20
S
o
o
- 15
£
>
6 10
5
2015 2016 2017 2018 2019 2020 2021 2022 2023
Years

Figure 3 Presentation of the plot for demand prediction of medicines with ARIMA model
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4.3 LSTM forecast model results for the selected showed a higher performance of the LSTM model in
medicines comparison to ARIMA model, in demand predictioritu#

In figures (Figure 4-Figure 8), we present thé&elected medicines. Thus, LSTM models make a best
prediction outcome that the LSTM model made forfiie ~ Option that is recommended for predicting the denain
drugs that were prescribed the most frequentipimitia. Mmedicine in the health supply chain. The ARIMA mipde
The capacity of the LSTM model to effectively prdi despite its widespread application, demonstrately on
future trends in medicine demand is demonstratetiédge Moderate degrees of accuracy for our forecastisigdad
visualizations. The LSTM model ability to predidiet from this perspective, at this step, only the LSTM
demand for selected medicines overlaps with reyularPrediction plots are presented in figures (Figure 4
observed behaviour and trends. Overall, our finsling™igure 8), as follow:

LSTM Time Series Model: Demand Prediction of Amoxycillin 250

14 Actual
Predicted

- =
o N

Qty in 100,000
©

2015 2016 2017 2018 2019 2020 2021 2022 2023
Years

Figure 4 Demand prediction of Amoxicillin 250 mg using LSTM time series model

LSTM Time Series Model: Demand Prediction of Paracetamol 500mg

14 Actual
Predicted

12

10

Qty in 100,000
©

2015 2016 2017 2018 2019 2020 2021 2022 2023
Years

Figure 5 Demand prediction of Paracetamol 500 mg using LSTM time series model
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The LSTM prediction plots in figures (Figure 4-management. The study highlighted that temporaleisod
Figure 8) are consistent with our model’s perforo@an that use sequential data outperform non-temporaletsp
measurements as presented in Table 3 where thigh LSTM showing better performance in predictemd
guantitative assessment of our models gives impbrtaachieving an area under the curve (AUC) of 0.805 [3
information about how the LSTM and ARIMA modelsAnother study carried out by Nasseri et al. 2088kéd at
worked. With an RMSE of 2.0 on the training set ari#}3  the use of LSTM networks and extra tree regreg&arRs)
on the testing set, LSTM was very accurate. Theat®d in tree-based ensemble prediction. The study'sinfiysd
ability to explain differences in the data is shomnthe paved the way for future research by suggesting an
high R values of 0.952 and 0.912 for the training set andvestigation of the comparison of deep learning
test set, respectively. On the other hand, the ARIvbdel techniques and tree-based ensembles in variougtwad
did not show good performance, which was clear fioen instances. The findings of a such study may inform
fact that their RMSE values were higher and thégderes decision-making in sales management, product flow,
were lower. This stark difference shows that LSTM ioperational and other logistic aspects, as well as
better to recommend in medicine demand predictan fpromotional tactics with the goal of strengthensugply

public health supply chain tasks chain management [27].
Because medicines and health products are usually s
4.4 Discussion of the results and analytical costly, it is paramount to point out, in relation the
viewpoints on models’ performance findings of our study, that the use of data-dripegdiction

Our study looked at how LSTM and ARIMA predictivemOdeIS is a forego_ne (_jecisi.on. to recommend in &adtih
models can be integrated in health supply chaichsting supply chain as this will optimize the accuracydefmand

tasks for demand prediction of medicines. Our nesea prediction for selected medicines. This is of utmos
gave us valuable information about how well theselets MPOrtance especially in LMICs, where a lack obreses

worked and their implications for health supply icha _exaqerpates existing barriersl to hea]th accesQS[]Z_S[he
management. Additionally, our study had a broad:doa implications of our study's fmdmgs regarding the
compare the ability of different models to guesd &ind enhance_ment of health supply .gham management are
the most accurate model for demand prediction Substantial and may make a significant contributathe

medicines. The LSTM model showed a better predictioava”ab.i”ty. of medicines while_s_treamlining i”"“?“”t
performance, illustrating how well it can be used iStrategies in the supply of medicines and presgruost-

predicting the future demand of medicines. Thislef effectiveness. Accurate demand predictions arearfar

performance in demand prediction is of great imguge  OPlMizing inventory levels, minimizing shortagest

; . : . : tocks, and ensuring that medicines are readily
in the healthcare industry, especially regardingftective overs ’ ) .

handling and management of health-related suppli Yaﬂable to meet patient requirements [10]. Treesss of
including medicines the LSTM model in this regard suggests that deamieg

When viewed alongside earlier studies, our findimgs techniques can considerably boost the efficiendyeafth

congruent with previous research investigating ekimg  SUPPIY chains. Additionally, the practical implicats of

a comparison of LSTM and ARIMA models’ demandPUr research are substantial as for effective hesalpply
prediction abilities. Azzouni et al. 2020, in theludy, Cchain management, accurate prediction of demand of

confirmed the LSTM model’s performance for timeisgr Medicines is needed. As demonstrated, the higleracy

prediction as having greater accuracy when compmedOf the LSTM modell prov ‘d95 health professio_nalshvat
other methods they used. In their study, the LSTitleh valuaple tool for optimizing Inventory levels, ering that
was compared to some well-known time series priegict Medicines are always available when needed, and

e . . inimizing inefficiencies.
models from both statistical and computationalliigience minimizing ine
methods, including ARIMA, exponential smoothing The LSTM Model performed better and presented a

(ETS), artificial neural network (ANN), K-nearest notable finding (.)f our study with a highgr_perfonma in
neighbors (KNN), RNN, support vector machines (SVM)qemand predmnon of the selec'ged me.dllcmes. O"m
and single layer regression (SLR). In terms of ey findings are important for assuring e_ff|IC|ent aritda.enve
measurements, the experimental results demonstiaed management and flow Of_ med|C|_nes, _wh|Ie also
the LSTM model had a prediction power that surphtise contributing to budget a_IIocat|on and financial mtp_of
other approaches studied [24]. In a similar wayt o health supply qham. With a 95.2% performance iate
findings, which focused on time series demand ptii demand prediction, the LSTM model exhibited rembida
of medi’cines can be supported in the same comtext precision. This accuracy was consistent acroserdifit
similar findings were reported in other studieschosted YPeS of medicines, demonstrating the model's atiijy

in different contexts or using different datasgiety. For and applicability to a variety of pharmaceuticals.

instance, Hsu et al. 2022, published a study tiatded on contrast, the ARIMA model exhibited less accurate
the prediction of adherence to medical treatmerth wiforecasts. ARIMA, a conve_nnonal time series method
temporal modelling in  cardiovascular diseasgxpressed dlfflcu_lty capturing the complex tgmporal
patterns inherent in our health supply datasetnidicine
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demand prediction, resulting in less precise fatcaOur deep learning for medicine demand prediction inlthea
findings are consistent with the findings of a studsupply chain forecasting.
conducted by Wang et al. 2021 that focused on skeofl
ARIMA and LSTM for demand prediction based on shos  Conclusions
lead time and on-time delivery supply, and anottedy In summary, our research indicates that deep legurni
by Siami-Namini et al. 2018, in which he compareghodels, specifically LSTM, exhibit significant and
AR|MA and LSTM time series models. Both StUdieSbotentia| added values in health Supp|y chain ng
findings revealed that LSTM models outperformedasksThe measurement of our models provided important
ARIMA models in terms of prediction accuracy [7,.20he  insights into how the investigated models perforrteei
accuracy of ARIMA model was inferior to that of LBT demand prediction for the five selected medicikgish an
model, when using the dataset from e-LMIS in todme  RMSE of 2.0 on the training set and 2.043 on tiséirg
the demand of the selected medicines. This, howeves set | STM performed well and thus showed a better
not intend to question the prospective use of ARIMAccuracy for demand prediction in health supplyrchad
models in different settings of very suitable datas therefore, performed well the demand prediction tfer
particularly when it is used in combination througibrid  selected medicines. The model's performance alityaoi
model as illustrated in a study conducted by SiaetbAl.  detect variations in the data were demonstratetiétigh
2023, which concluded that a hybrid ARIMA-ANN modelRr2yalues of 0.952 and 0.912 for the training and e,
produ_ces better predictive and forecast accuragypaced respectively. The ARIMA model, on the other hani, d
to a single ARIMA model [17]. not perform well, as demonstrated by its higher EMS
Our research shows that the LSTM model showeghjues and worse 2Rscores. The difference in prediction
potential added-value for demand prediCtion of mﬂds performance Suggests that LSTM is the best Optjnn f
and this makes it a must-have for health professsonho  predicting demand of medicine and thus contributing
want to handle their inventory more effectively.r@tudy health supply chain forecasting tasks.
highlighted the application of LSTM predictive mdgien These models have the capacity to fundamentally
public health supply chain, showing the possibility  transform the manner in which health institutionsdict
more accuracy in demand prediction and reliabléoopt their demand of medicines and lifesaving products,
to optimize financial management and appropriateafs resulting in financial savings, improved aspects of
the budget allocated to medicines. The researdmedt |ogistics, and more effective use of resources.ltHea

important insights and showed the necessary sugbn  professionals and supply chain managers oughtrisider
improvements and advances that enable a smoothoflowthe adoption of an LSTM time series model as a méan
health product within the health supply chain wtdlso guarantee the continual flow of medicines withiffedent
indicating areas that necessitate further study. study |evels of supply chain. The importance of accurate
has limitations, such as the size of the samplettime  predictions using machine learning predictive msdels
span, which we referred to when building our ddtaseyecome progressively crucial as the demand forttheal
Future researches should employ larger samplastimef  services continues to expand alongside high budget
studies and investigate additional aspects that mgyplications. We are persuaded that our studydirfis
influence the demand prediction of medicines. Rnthhave a significant impact in health supply chain
research on a hybrid time series models which mayrecasting, especially for the demand predictich o
incorporate bigger sample size and diverse datecesu medicines. The study proposes LSTM as a deep tearni
might provide more insights into making accurateéasts time series prediction model, for addressing onehef
for the demand of medicines. The integration of M@  primary concerns of health sector settings, whitétes to
learning and deep learning models in health supp&in  how the demand of medicines is accurately performés
provides notable progress health supply chain &st#wg would want to call more study focusing on machine
by enabling an accurate prediction of medicineshaied |earning and deep learning approaches and theifiruse
which is a critical Component to ensure a well-dowated health Suppiy chain forecasting for ensuring annopE
logistical function and health service deliveryisitieemed tryst and reliable evidences to inform decision-imgk
pertinent to streamline the flow of medicines aglévwant processes on their adoption and impiementatiom”ﬁin
|OgiStiC information for Optlmlzmg the availabmtOf and improving health Suppiy chain forecasting through
accessibility to medicines, especially in LMICs'ia  accurate demand prediction of medicines will faaié the
health settings, as highlighted by Kaushik et.adter delivery of health services, optimized resourcecaition
examining the benefits of time series predictiordei® in  and improved logistics throughout the entire heaita
their study [30,31]. The findings of this study aresystem.
unquestionably intriguing and have confirmed thielder
between specific fields such supply chain, logss@nd Author contributions: ~ All  authors, collectively
information management. Similarly, the findings @mfr  contributed to study conceptualization, methodo)atpta
study validate the potential use of machine legrrand  analysis, and discussion of the results. They hexiewed
and approved the final manuscript for publication.
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