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Abgtract: The importance of anticipating and preventing upiions is underscored by the increased operational
complexity and vulnerability caused by advancementipply chain management (SCM). This has spuntedest in
integrating machine learning (ML) and deep learfid) into supply chain risk management (SCRM)tHis paper, we
introduce a tailored method using ML and DL to ioy@ SCRM by predicting supplier failures, thus himasefficiency
and resilience in SC operations. Our method invfixe phases focused on classifying and predictumplier failures
in non-conforming deliveries. This involves foretiag failure quantities and estimating total digiop costs. Initially,
data from an automotive company is selected, aptbppate potential features and algorithms arecset!, performance
metric aligns with case study objectives, facilitgtmethod evaluation are used such as: Precisoall, F1-score, and
accuracy metrics assess classification modelsevitdlan Squared Error (MSE) is used for regressiskst Finally, an
experimental design optimizes models, assessincessiaates of various algorithms and their parametéhin the
chosen feature space. Experimental results undersice success of our methodology in model devedoprin the
classification task, the Random Forest (RF) classthieved 86% accuracy. When combined with ttali®nt Boosting
classifier, the ensemble exhibited enhanced acguhéghlighting the complementary strengths of balgorithms and
their synergistic impact, surpassing the perforreaoic RF, Support Vector Regression (SVR), k-Neaksighbors
(KNN), and Artificial Neural Network (ANN). Notewthy is the performance in regression tasks, wheredr
Regression, ANN, and RF Regressor displayed exaedly low MSE compared to other models.

1 Introduction With the growing accumulation of data and heightene

To meet delivery deadlines and customer expectatiorengagement in communication with primary and upjesr-
it becomes crucial for manufacturing companiesreaiigt ~ suppliers, it becomes feasible to anticipate afeliate
potential disruptions in their upstream SC causeddn- potential disruptions at a more localized levethia SC.
conforming deliveries. this proactive approach eesthat This is particularly relevant given the increasérgphasis
the assembly process commences as scheduled,talfimaOn leveraging Big Data (BD) and ML in SCM to gain

preventing higher production and operational costs. ~ additional insights into SC operations, ultimately
In essence, non-quality products can trigger aaziesc €nhancing overall performance and reducing risi&]{1
of negative effects, ranging from financial lossarsd Emerging digitalization technologies, including the

operational challenges for manufacturers to safistys Internet of Things (I0T) and artificial intelligead(Al),
and dissatisfaction for customers. The increasiticacy ~Offer new prospects for predicting disruptions iG\G
and fragility of SCs underscore the need for enddnc[7-9]. Conducting empirical and sophisticated resieas
monitoring of SC performance. crucial for a deeper exploration of the potentiaMb in

Quality issues within the supplier chain can trigge forecasting and mitigating risks arising from sugpl
chain reaction, disrupting the entire SC. Thisugition can  disruptions. Our contribution involves an extensbzse
impede the manufacturer's capacity to source aakenftudy that demonstrates the application of Al témines in
components, leading to production schedule dispnpti SCM for predicting disruptions. This study spedifie
delays in product delivery, and the potential tmpcomise ~ concentrates on implementing ML and DL to predict
customer commitments. manufacturers may finglisruptions related to materials from suppliersthwa
themselves bearing the burden of additional exmens@Pecific focus on non-quality products. The redearc
incurred in reworking or scrapping defective praduc €mphasis is encapsulated in the following research
significantly impacting profitability. Additionally non- guestions:

quality products often result in customer dissatgén,  Failure Prediction RQ 1: Can we predict which sigpl
manifesting as complaints, product returns, anigsues are likely to occur in the near future based
unfavourable reviews. historical data, and if so, how can we use thisrimftion

to prevent them?
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Number of Issues Prediction RQ 2: Can we prediat hoConversely, [15] and [16] categorize the existingtimds
many issues of the same type will occur for a djeci into descriptive, predictive, and prescriptive aties.
failure, which could help in resource allocationdandescriptive analytics within SCM focuses on
planning? comprehending past events [11-13].

Total Cost Prediction RQ 3: Given information abaut  Recent  research predominantly  emphasizes
supplier issue, can we predict the total cost irmliby the prescriptive analytics over descriptive and prédict
failure, which would be valuable for cost estimatiand analytics within these three categories [4]. Howgewdine
budget planning? with the standard practice of data analytics, moitéd to

These goals and questions establish a robust fdanda SCM, the efficacy of prescriptive models is depetdm
for our research paper. By concentrating resediffcht® descriptive and predictive models [3,4]. Consedyetiie
on quality issues causing SC disruptions, we capreviously mentioned review papers advocate fahéur
significantly reduce risk propagation and its impacthe exploration in descriptive and predictive analytwishin
SC operations. This proactive approach may help BCM. Thus, we enhance the current body of knowléyge
improving supplier performance and maintaining areno introducing a case study that highlights the sigaifce of
resilient and efficient SC. predictive analytics within the field of SCM.

Each of these prediction questions addresses #ispec [17-20] emphasize the fundamental role and
facet of SC issue management. By homing in on theapplication of BD and Al plays a crucial role ineth
guestions and leveraging Al models, we can offeralde  procurement process's digital evolution, viewed aas
contributions to the following key areas: pivotal element for enhancing the competitive edge,

SC risk identification and assessment: ML modelsffectiveness, and financial success of organizatiSCs.
enable the prediction and early detection of paént The ever-expanding access to a more extensive minge
suppliers issues that may occur in the future ngié the data in terms of volume, speed, and diversity pisseew
identification of potential risks that may affebhetSC. prospects to transform the influence of data aitalyt

Cost Estimation: Drawing from historical data, MLmethods [21].Within the broader spectrum of SCM, ML
models estimate the cost of supplier issues, pimyid and various data mining methodologies are regularly
valuable insights for budget planning. employed for multiple purposes. These include deman

The structure of the paper is as follows: Section frecasting [22-24] establishing retail prices i@sSand
provides a review to the recent progress in pregicdata managing financial transactions [25-29]. In thetipafar
analytics within SCM. Section 3 provides the metiiody  realms of procurement and logistics, prior stugi@sarily
adopted in accordance with ML and DL models, prigjd focuses on selecting potential suppliers for paldic
an overview of the case study dataset detailingliosen products [30,31]. However, the area of missing niegte
algorithms along with their outcomes. Moreover, auue to delayed deliveries remains an overlookedasyf
evaluation of the performance of our models is catetl. research [32] there is a scarcity of models deelitab
To conclude, a conclusion is presented in theskastion.  predicting suppliers quality issue. [33] introducgdviL

based approach designed to forecast delays inisuppl
2 Literaturereview deliveries, the primary focus was on ensuring

Several authors highlight the increasing compleaitgt  interpretability to aid decision-making based ore th
global nature of SCs, underscoring the growin§redictions. Utilizing an actual dataset from am&r
significance of anticipating and preparing for distions aerospace manufacturing SC, they conducted a ctsopar
[10,11]. Scholarly discussions have suggesteddtential between The effectiveness and clarity of SVM aruisiien
use of predictive algorithms in SCRM [2,12,13] toirees (DT) Despite slightly inferior performance tries,
diminish the influence of a disturbance, theregaeerally the authors advocated for the use of DT as theepezf
two choices available. The initial choice involveslucing ML algorithm, emphasizing their interpretability ev
the likelihood of its happening, while the secomfian Performance. [34] conducted a study in an original
aims to establish a robust SC that swiftly reveststs ~€quipment manufacturer (OEM), where they forecasted
initial state following a disruption.  thes¢emhatives are delays in deliveries from Tier 1 suppliers by amaily
the focal points of two distinct sectors within SCM historical product data. By comparing five ML algoms,
namely, SCRM and SC resilience. within both theadey they determined that the RF algorithm demonstrated
scope of SCM and its associated fields, data analytSuperior performance when compared to SVM, logistic
remains a fundamental and integral tool in openatja4]. regression, linear regression, and the KNN algarith
Data analytics in SCM is characterized by the @ptitin Similar to the findings of [33] more sophisticatiit
of various quantitative and qualitative methods ilgorithms such as ANN might have demonstratedrgupe
combination with SCM theory. Its purpose is to @dgr Performance but were not explored. Although we
pertinent SCM issues, predict outcomes, and consicdgcknowledge the importance of incorporating more
factors such as data quality and availability. Aiddally, ~interpretable ML approaches in SCM, we assertithat
they Categorize predictive anaiytics as a Segmédam equa”y crucial to inveStigate other algorithms elik
analytics, specifically focused on enhancing SCd arghsemble algorithms or ANN, even if they may pose
reducing risks by forecasting potential future scences. challenges in terms of interpretability. This expl@n is
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essential to provide decision-makers with a comgmelve disruptions that demand immediate handling to preve
array of options. further propagation.

Numerous approaches center around data analytics in Consequently, the objective is to establish a ptizi
SCM. However, the exploration of predictive analgti system capable of preemptively categorizing podénti
within SCM remains an area that has not receivatisruptions and risk before their occurrence. Til

sufficient attention. A particular aspect requirifigther
investigation is the precise identification andmfifecation
of non-conform deliveries with potential impact footh

manufacturers and customers. Existing methodoldgies

issues related to late and non-conform deliversee f
limitations.

Therefore, our contribution to the existing litenst
comes in the form of a case study in predictiveyaica
within  SCM, employing ML and DL algorithms.
Specifically, our focus lies in predicting non comh
deliveries from suppliers, employing a supervissdting

facilitate proactive measures for risk mitigatiomdaobust
contingency planning, ensuring a proactive andieesi
approach to managing and averting potential dignopt
The focus of our investigation is on pinpointing
suppliers most prone to SC vulnerabilities, speaily in
terms of delivering bad product quality. As qualdgues
is a critical area for research. Understandingripact of
these quality issues and their correlation with SC
disruptions is key to mitigating risks and ensuriag
smoother operational flow. Our principal objectigeto
identify potential failures originating from supgls

approach and utilizing an authentic dataset from ampacted by vulnerabilities, thereby causing disons
automotive manufacturer. In this study, we contrastithin the SC. We seek to estimate the overall sost
straightforward ML and DL algorithms such as Randorassociated with inferior-quality products resultifrgm
Forest Classifier and Regressor, SVM, SVR, Lineararious disruptions, which include line stoppagkivery

Regression, KNN, and ANN.

Data Collection and Exploration

<~

Initial Feature and Algorithm Selection

(LR, SVM, SVR, ANN, KNN, RF)

<>

Performance Metric Definition

(Accuracy, Recall, Precision, F1-score)

a4

Data Preprocessing

<

Models Optimization and Algorithm

Performance Analysis

(GradientBoosting, GridSearchCV)

Figure 1 Methodology for predicting supplier risks utilizing ML
and DL techniques

3 Methodology
3.1 Casestudy

delays, as well as addressing customer concerns and
dissatisfaction.

In the pursuit of addressing the complex challenges
outlined in our case study, our methodology, inuFégl,
unfolds through a series of designed steps,
contributing to our overarching objective of esiglihg a
predictive system for preemptively categorizingegmial
disruptions and risks in the SC.

each

3.2 Data collection and exploration

To comprehend the nuances of disruptions, caused by
quality issues within our manufacturing company, we
initiated the process with extensive data collectidhis
involved sourcing historical data from the manufiaet's
Enterprise Resource Planning (ERP) system, The data
covers supplier quality performance concerning 814
purchased products over a period of seven
years,incorporating assessments from 429 supploeoss
20 manufacturing plants worldwide. key variableshimi
the dataset are outlined in Table 1, that commgisinltiple
columns containing information relevant to trackizgd
managing supplier issues. Additionally, each colusin
accompanied by a specific data format and desoripti
providing insights into the type of information #=hle
within the dataset.

The dataset comprises records of 20,000 qualibesss
associated with distinct products. Among theseeissu
53.5% were attributed to suppliers responsible rion-
conforming products, 11.46% were linked to suppligho
refused to acknowledge failures, and 35.04% ofeissu

The case under study involves a manufacturingere communicated to suppliers as informationtent to

company specializing in producing wiring harneskes

consider and rectify in their future deliveries.

numerous OEMs. This company extensively sources

millions of components from global suppliers, opeg
across varied production scales, encompassing Higth
and low volumes. While individual disruptions, dedaand
quality issues remain relatively minor, their cuative

3.3 Initial feature and algorithm selection
Identifying suppliers most prone to vulnerabilifies
especially in delivering subpar product quality,swhe

focal point of our investigation. To translate tfdsus into

impact can escalate, creating a substantial nurober actionable insights, we meticulously selected fiesstthat
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offer critical information about supplier perforntan such insights into the expected quantity of failures and

as supplier name, failure description, issue gyamitmber associated costs.

of issue per gravity, and total cost. To elabofatéher on

our approach, we utilized RF Classifier, SVM, KNihd 3.4 Performance metric definition

ANN for classification tasks, distinguishing anegicting The incorporation of performance metrics is esaénti

failure descriptions. These models, renowned f@irth in evaluating the effectiveness of our models idragsing

robustness, were instrumental in leveraging hisabdata supplier quality concerns. In line with the casadgts

to foresee potential disruptions. Concurrently, fobverarching goal of estimating failures, their nersy and

regression tasks, specifically predicting the numbe associated total costs, we have defined key pedioce

issues and total cost, we employed RF RegressdR, SMmnetrics. These metrics (1), (2), (3), (4), (5), vide a

Linear Regression and ANN. comprehensive assessment of the models' predictive
As summarized in Table 2. These regression modejapabilities and their ability to contribute meagfir

excel in estimating numerical values, providinguaddle insights to SCM.

Table 1 Overview of the data

Date Forma Descriptior
ID number Alphanumeri Unique code describing supplier issue
Final Customer Texi Short description of the final customer
Supplier PN Alphanumeri Unique supplier product number
Supplier Name Texi Short description of the supplier's name
Failure Description Texi Short description of the failure
Issue Gravity Alphanumeric Indicating where the product is detected as norfiecon

It has three possible values:
e C1: At the final customer
e C2: At the manufacturer's plant production process
*  C3: At the manufacturer's plant in their incomingpectiol

Number of issue per gravity Numbe How many issues from same failure were occurred

Supplier Acceptance Binary Indicating the acceptance of the supplier for tlanmed failure (1 for
"Accepted,” 0 for "Not acceptec

Plant Location Number Numbe Number of the plant where the failure was detected

City Texi Representing the city where the plant is located

NOK parts number Numbe Indicating the number of non-conform parts

Creation date Date When the failure was detected in the manufactupast

NOK parts replacement Binary Representing whether the supplier ensured the ceplant of non-
conform parts (1 for "Yes," O for "No'

Replacement time Numbe Indicating how long the replacement process takes

Recurrent Issue Binary Did the issue have been occurred before (1 forufreat,” O for "Not
recurrent”)

Total Cost (Euros) Numbe Representing the disruption cost incurred by tierfa

Invoice Payment Binary Indicating if the supplier takes charge of the inegayment (1 for "Yes,"
0 for "No"

Response time Binary Indicating)if the payment is made in time or nofdfL."Yes," O for "No").

Additional Time Numbe Indicating how long the payment takes in delay.

Table 2 ML and DL algorithms selection for regression and classification tasks

Machine Learning /Deep  Random Random Support Support Linear KNN  ANN
learning Algorithms Forest Forest Vector Vector Regression

Classifier Regressor Machine Regression

(SVM) (SVR)

Regression (for Number of X X X X
issue prediction and Total
cost
Classification (for Failure X X X X
prediction

Precision (1): reflects the accuracy of positivestudy, precision signifies the proportion of cothec
predictions made by the model. In the context ofaase identified supplier failures out of all predictealltires.

~ 390 ~

Copyright © Acta Logistica, www.actalogistica.eu



Acta logistica

- International Scientific Journal about Logistics

Volume: 11 2024 Issue: 3 Pages: 387-396 [ISSN 1339-5629

Nisrine Rezki, Mohamed Mansouri

Integrating machine learning and deep learning for enhanced supplier risk prediction

True Positives

Precision = @

True Positives+False Positives
Recall (2): also known as sensitivity measures t
model's ability to identify all actual supplier Ifaies. It
highlights the proportion of correctly identifiegilures out
of the total actual failures.

True Positives

Recall (Sensitivitys (2)

True Positives+False Negatives

3.5 Data pre-processing
After gaining insights into the dataset, our nebeps

Havolved refining it for our predictive models. fiailly, we

converted categorical data into a numerical fornaat,
prerequisite for ML and DL models that commonlyqess
numerical input. One-Hot-Encoding, a widely eststiid
technique, was employed for this purpose. Incotpaya
dates as input features in a supervised learnamgdwork
involves training the prediction model on histotidates
along with other relevant features depending ortahget

Fl-score (3): is the harmonic mean of precision angariable that we want to predict. In an effort faimize the
recall. It provides a balanced assessment of a Ileodenodel's effectiveness, interpretability, and efficy, we

performance by considering both false positives fatgk
negatives.

(PrecisionxRecall)

F1 Score = 2 * 3

(Precision+Recall)

Accuracy (4): represents the overall correctneghief

model's predictions,defined as the ratio of correct

predictions to the total number of predictions.

Total Number of Predictions

(4)

Accuracy =
Y Number of Correct Predictions

carefully chose a subset of features from our eatdhe
identification of features required an understagdhthe
influence, correlation, and connections betweerabégs,
offering insights into their interdependencies antential
impact on the target variables. To mitigate

interdependencies among our input features, certain

variables were excluded.

Furthermore, and in order to enhance the perforsmanc
of ML and DL models by ensuring the data is weltesls
for analysis and model training. In summary, wesehthe
following independent variables to serve as inpatdres
for our models: Number of issue per gravity, Tatast,

tasks : It measures the average squared diffemtoeen
the predicted value® and the actual;.

1 "
MSE=, i (3 —y)* ®)

The pair plot highlights a robust positive cornglat
among number of issue per gravity, failure desoniptand
total cost, suggesting that a greater frequenagpdrted
issues in failure description (as depicted in Fegy is
linked to higher total costs.

Pairplot of Numerical Variables
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Figure 2 Analysis of issue frequency, failure description and total cost

~ 391 ~

Copyright © Acta Logistica, www.actalogistica.eu



Acta logistica - International Scientific Journal about Logistics
Volume: 11 2024 Issue: 3 Pages: 387-396 ISSN 1339-5629

Integrating machine learning and deep learning for enhanced supplier risk prediction
Nisrine Rezki, Mohamed Mansouri

Furthermore, the correlation observed between numbg@veights’) and distance metrics ('p') are mettailjic
of issue per gravity and total cost underscores i examined. Finding the ideal hyperparameter corditm
gravity type occurring more frequently is assodandth to enhance classification accuracy is the goahefdrid
higher cost implications. This finding suggestd ikaues search process. Five-fold cross-validation is uged
of this gravity type, identified by the end customare conjunction with this optimization procedure to erms
more likely to result in cost generation. Niyathese strong assessment and reduce overfitting.
customer-detected failures, although occurring less The combination of hyperparameter tuning and featur
frequently than C2-type issues, exhibit a heighldeneengineering contributes to a more refined and g¥fec
propensity to generate costs. modeling approach, addressing specific charadtesisf

Following the specification of input features farius the dataset and improving overall models perforraanc
prediction models, the data preparation phase was As well, we refined the neural network architecture
successfully concluded. After understanding thelalvie employed in this task,this architectureonsists of two
data and outlining the features for our models, whidden layers with ReLU activation functions, felied by
established an experimental plan consisted of tages. dropout layers with rates of 0.5 and 0.3. The Adam
The first stage focused on a classification task fmptimizer is employed with default parameters, and
predicting supplier failures description, where w&n training occurs over 100 epochs with a batch sike o
answer RQ 1. The second stage is focused on regress32,strikes a balance between complexity and
tasks for predicting the number of issues and totst generalization performance, validated through eicedir
prediction and thus is designed to answer RQ ZR@®@. experimentation, providing us with an accuracy 3#3

Applying advanced hyperparameter tuning techniques,
4 Result and discussion we meticulously fine-tuned the RF to achieve superi

This section unveils the findings of our investigat Performance. The initial RF model yielded an accyiraf
into predicting failure descriptions, a criticalskafor 62%. Subsequently, we conducted an exhaustive
anticipating and managing potential disruptionthinSC. hyperparameter search using GridSearchCV, explazing
The accurate classification of failure scenariokifishe ~Parameter grid. This process resulted in a refiiédhodel
key to informed decision-making and proactive riskVith an enhanced accuracy of 64%, illustrating the
mitigation in SC operations. Our study delves ithe Significance of hyperparameter optimization. _
performance of diverse ML and DL mode|s’ sheddm| In addltlon, we delved into the potentlal of Gradie

on their effectiveness in enhancing predictive bipes. ~ Boosting to further boost model performance.
To find the ideal set of hyperparameters from the

4.1 Modes optimization and algorithms specified parameter distributions, RandomizedS€&\/ch
performances analysis is utlized. random sampling from the parameter
411 Classfication models optimization distributions is done ten times.every possible doatibn

After conducting an in-depth analysis, we explore8f hyperparameters is assessed using 5-fold cross-

hyperparameter tuning and feature engineeringdtr tne validation.

KNN and SVM models. This rigorous exploration aimed The Gradient _Boosting_ classifi_er exhibited e>_<cer|mio
to fine-tune the models and enhance their predicti ceuracy, reaching an impressive 8(.3%' This SUuccess
capabilities ighlights the effectiveness of Gradient Boosting i

Grid search is used to find the optimalcapturing intricate patterns within the data andtimaing

hyperparameters, which are then used to traireh M predictive accuracy. . .
model. The optimal settings for "C" (regularization 'hese detailed efforts in hyperparameter tuning,

parameter) and "kernel" are used to instantiateSiti utilizi_ng GridSear_chCV for the RF model and cc_)nfigg
model. This improved SVM model is then used to gatee Cradient Boosting, showcase our commitment to

predictions for cross-validation. By using an item optimizing quel performance z_and uncoye;ring the tmos
effective configurations for the given classificatitask.

rocedure, the model's rediction accuracy an L )
P P y After the model is fitted, we carry out the validatset

g]eonset:r:#;ziagﬁy h?/%gtr%:rraeag]tzrr(s)vf%inbg g;algnrliggg;tm evaluation and cross-validation.Understanding tbdetis

result of these efforts in Table 3, the SVM modziaved expected performance in real-world with unseen .data

P : : Using a 5-fold cross-validation, the cross-validatscores
a significant accuracy of 75%, showcasing the imhpéc T
parameter optimization. vary from 85.38% to 87.26%, with an accuracy 03866

As well, with hyperparameter optimization, the KNNOT average.and a Sta!‘dafd deyiatipn Of0'77%' fﬁhgcey
model showed progress, with an accuracy of 60% the Gradient Boosting classifier in forecasting failure
optimize the KNN model, grid search is used, wisintails escriptions within the dataset is exhibited byséhe
examining a parameter grid that includes 'n_neighbo outpon_qes.The model has strong pe_rformance on the
which is the number of neighbors taken into accdant validation set as well as in cross-validation, ssgjgg that

classification. Furthermore, a variety of weighhdtions It can g.enf_arah_ze well to prgymusly unseen dasenfthe
same distribution as the training data.
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Table 3 Model evaluation metrics for classification task related to failures prediction

Model Accuracy Macro Macro Macro Weighted Weighted Weighted
Avg Avg Avg Avg Avg Avg F1-
Precision Recall F1- Precision Recall Score

Scor

KNN 60% 0.21 0.23 0.21 0.52 0.60 0.55

SVM 75% 0.35 0.35 0.34 0.75 0.75 0.75

ANN 33% 0.14 0.14 0.12 0.29 0.33 0.28

RF classifie 62% 0.26 0.30 0.27 0.54 0.62 0.56

RF classifier with 64% 0.28 0.32 0.28 0.55 0.64 0.58

GridSearchC!

RF classifier with Gradient 86% 0.58 0.59 0.58 0.78 0.82 0.79

Boostingclassifie

Table 4 Model evaluation metrics for regression task related to number of failures prediction

Regression (Metrics/Models)  ANN Linear Regressionané®m SVR
Forest
Regressc

MSE 'Number of Failures' 2.681293342490944e-16  1.87e-33 0.0001 0.05

Table 5 Model evaluation metrics for regression task related to total cost prediction

Regression (Metrics/Models)  Linear Regression RemBorest ANN SVR
Regressc
MSE Total Cost' 1.56e-28 0.023 0.17 0.88

In addition, to assessing the performance metfiosio ANN stand out with unprecedented in conclusion, our
models, we conducted an in-depth analysis of featuresearch, which delves into the predictive capisliof
importance to identify the input features that gigantly ML and DL models, significantly contributes to the
influence the model's output. This exploration fdegs proactive prevention of SC disruptions and the
valuable insights into the variables driving thegictive enhancement of supplier performance. By focusing on
capabilities of our models. specific prediction questions, our study empowers

The results of our feature importance analysidecision-makers with valuable insights for issues
underscore the pivotal role of specific variablastiie prevention, risk control, and supplier managem@&hie
prediction of failure descriptions. Notably, sugplhame integration of predictive analytics and innovative
and failure description emerged as features withdni methodologies, as explored in our research, empmower
importance compared to others in the models foritial  organizations to navigate the complexities of tredemn
stage. These variables exert a substantial infriemcthe SC landscape with heightened efficiency and effeagss.
accurate prediction of the failure descriptiongmaiing with  This convergence of SCM with advanced technologies
the nuances of our SC disruption prediction task. establishes a foundation for a more resilient adaptive

The identification of influential features enhances future in SC operations. By leveraging predictive
understanding of the underlying dynamics of failureapabilities, organizations can proactively respdod
prediction. These insights can inform decision-mgake emerging challenges and uncertainties, ensurirgbast
the SC, enabling them to focus on key variable faand future-ready SC.
improved risk assessment and proactive mitigation However, it's essential to acknowledge the limoiasi

strategies. of our study. Future research could explore adufitio
industry-specific datasets and address potentédelsi in
412 Regression models performance analysis the selected data. Additionally, the ethical coesitions

This part presents a detailed analysis of thef deploying advanced technologies in SCM, suctiaa
performance metrics for the regression models eyeplo privacy and algorithmic transparency, warrant curgd
in predicting the number of failures and total cosattention as organizations embrace these predictive
respectively in Table 4 and Table 5. The modelsiclemed capabilities,predictive accuracy, boasting MSE ealof
include Linear Regression, SVR, RF Regressor, 2N A 1.87e-33 and 2.681293342490944e-16, respectively.
evaluated through MSE metric. These exceptionally low errors underscore their

In our quest to predict the number of failures, Ouremarkable precision in capturing the underlyinggras
analysis reveals noteworthy insights into the peremce in the data. SVR demonstrates a commendable
of various regression models. Linear Regressionthad performance, striking a balance with an MSE of 0.05
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indicative of solid predictive capabilities. Notgbthe RF  managing suppliers more effectively. Through the
Regressor emerges as the top performer, showcasingintegration of predictive analytics and innovative
exceptionally low MSE of 0.0001. This outstandiegult methodologies, as explored in our research, auigenot
underscores its prowess in capturing intricatetirelahips  organizations gain the tools necessary to navigiae
within the data, making it a robust choice for esgion intricate landscape of modern SCs with heightened
tasks. efficiency.

Furthermore, our detailed investigation into featur  This convergence of SCM with advanced technologies
significance for our selected models, particuldig RF establishes a robust foundation for a more resiléer
Regressor, identified gravity issue and numbersefiés adaptive future in SC operations. leveraging ptedic
per gravity as key variables with notably elevatedapabilities empowers organizations to proactively
importance compared to others in the second-stagels respond to emerging challenges and uncertaintissyimg
These findings emphasize the crucial roles of theseSC that is both robust and future-ready.

variables in predicting the number of issues pewity, The specific automotive data provides several
highlighting their substantial importance in our NC strengths, it allows for a deep understanding eftlences
context. and intricacies within the automotive SC. The msdel

To predict the total cost, Linear Regression camin developed based on this data are likely to be Wigtibred
to demonstrate an exceptionally low MSE of 1.56de28 to the specific challenges and dynamics of theraative
predicting total cost. This indicates very high@wecy and industry. This specialization can lead to more eateu
precision in its predictions. The ANN model hasM8E predictions and insights, particularly for disrapis related
of 0.17, indicating acceptable performance. Whilghér to non-quality products from suppliers. Despite its
than the MSE for Linear Regression. The RF Regrdsso resilience, the dynamics, challenges and variables
an MSE of 0.023, which is higher than Linear Regimgs influencing disruptions in the automotive SC maywbey
but lower than the ANN. SVR has the highest MSE regno different from those in other sectors.Compared to
the models, with a value of 0.88. This indicatdsigher businesses like electronics or pharmaceuticals, the
level of prediction error compared to the other gisd automobile sector could have different procurement

[35] The authors employed a variety of regressioprocedures, product lifecycles, or regulatory neddsa
models, including Simple Regression, Lasso Regressi result, models created using data from the autdmobi
Ridge Regression, Elastic Net, RF, Gradient Bogstinndustry might not be directly applicable or acteara
Machine (GBM), and Neural Network, to predict theother SC scenarios or industries. It's essenti@itolate
availability of products in the event of disruptiohhe the models developed using data from different stiies
results of their experiments showed that tree-based SC contexts. This validation process may invedating
learning algorithms,RF and GBM in particular,penfied the models with data from companies in other sscod
better than other models in terms of test error. making necessary adaptations or adjustments toreensu

Overall,the type of data used and the featuresechogheir effectiveness and accuracy. Furthermoreghearch
for the study have an impact on the models' pedoca. focus on predicting disruptions from non-qualitypgucts
Regression models can exhibit variability in theiwhile excluding other types of disruptions such as
responses to distinct data sets and feature typasN logistical issues and geopolitical events. Log#tissues
networks can perform very well in scenarios wittcould involve problems with transportation, wares$iag,
enormous datasets or sophisticated feature intenact or distribution, while geopolitical events couldclinde
because of their great degree of flexibility andigbto trade disputes, political instability, or naturakakters
understand complex patterns in data. Neverthetbey, impacting and changing SC dynamics that can be
may be more prone to overfitting and need carefumfluenced by a wide range of factors the assumptb
hyperparameter adjustments, particularly in caseswmhe stationarity may no longer hold true.Changes in SC
dataset is noisy or tiny.In conclusion, elementduding dynamics can alter the underlying patterns and
the type of data, the attributes of the features] the relationships in the data used for modeling and
intricacy of the underlying relationships all hareimpact forecasting.For instance,supplier performance may

on the model selection and performance. change, or new SC partners may be introduced. These
changes can affect the model’s accuracy and ttistital
5 Conclusions properties of the data, making it more challenging

In summary, our research underscores the pivolal rgaccurately predict future outcomes using traditiona
that ML and DL models play in transforming SCM.Bystationary models.
delving into the predictive capabilities of thesedals, we
contribute significantly to the proactive preventiof References
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