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Abstract: Logistics in companies is a necessary processhtshigh costs with mostly no added value. Lovegtitis
cost is vitally important for companies to stay qatitive. Nowadays, storage systems are a critizdlof any company’s
logistic system, and many of them try to reach gtimoum level where they can operate with littleeflem of movement
of goods declared by the changing market. Theresareral manual and automated methods to achieteHbwever,
we hear quite little about the use of artificiaeitigence in the field. This study focuses on it@lementation of Al
technology into warehousing, especially in catetjiog goods. After an overview of the recent litarat on Al
technologies and their application in the fieldagfistics, the introduction of an Al applicatiorlléaws. The main goal of
the application is to categorize each good stamneawarehouse into ABC-XYZ groups, which determitiesplace of
the good in the warehouse and the ordering frequetitt the quantity. After acquiring and cleaniig ttraining data
from a real company, the determination and selecifdhe least input parameters is an importantadradlenging task,
which is demonstrated. The effectiveness of themsiged learning can be seen as an ANN (artifivéalral network)
can output, with the aid of a non-conventional rmetaistic approach - the black hole algorithm theslearning agent
is demonstrated by an example, which also showsethgt of an ABC-XYZ categorization run on a datasom a
multinational company.

1 Introduction and literaturereview run Al supported queries on them continuously tal fi
Recently, as we can see in the news, there hasebedhidden parameter or process relationships [12}s Toild
surge in the development and use of artificialligence ~ €asily lead to 1oT-SL (Internet of Things - Smantjistics)
(Al), not only in research and industry, but alstivee use ~Systems, where smart contracts and more effectivices
in real life situations. So far, large corporatidras/e used can increase warehouse efficiency, faster receipors,
some forms of Al to determine the weather [1], halgse iSSuing, transferring, and picking [13]. One of tiggest
compounds and tissues chemically and biologicallytp ~and most advanced areas of artificial intelligeresearch
trade stocks [3], to assess consumer needs [4}emte IS image processing, which is essential for seifialy
tailored advertising [5] or to run the largest teseiarch Vehicles and visual recognition systems. To tréiese
systems [6], to name just the most well-known oapart  Systems, large amounts of data are needed, arelvfamt
from the last decade, there has been mass-feat tiwou to continuously expand this data, we need to usedel
effect, power and awakening of artificial inte”igm [7]’ based services. EDGE Computing with Al-infused dlou
which has been greatly influenced by the exaggeratgervices provides a solution for this problem [14].
media, but nowadays Al is mostly accepted as ailief] In a warehouse, there are plenty of possibilittesse
that, if used properly, can do no harm. To giveactete Al-driven or augmented systems. As | mentionedierarl
example, the open source chatbot ChatGPT is emjoyiMisual recognition is in a very advanced statedrv_lcan be
unprecedented popularity, with 13 million daily tsand  used to control safely fully autonomous vehicle$]|1
a total user base of 110 million in January 2033lfgsan  Visual recognition and artificial intelligence haseother
engage in quasi-intelligent safe conversations,ntgrabig impact on warehousing within sorting and pigkin
answers, and help on topics or write your homeworkick-by-vision owes its existence to smart glassebthe
which has caused huge scandal in the US. rise of augmented reality [16]. Although not yetdelly
Considering this, it is hard to imagine that thare adopted due to its relatively high installationtcasd Al
industrial areas where artificial intelligence &rdily used training time, but in the future, it could easidome more
at all, neither in the design, nor in the constamgtnor in ~ accessible [17]. As most of us know, pick-by-voisea
the operational phases, although it is also meation the Well-established technology, that can work withauly
Industry 4.0 principles and directions under thgicaof ~major Al, but for better voice recognition or gigispecial
automation [9,10]. instructions the method can be improved by Al [18].

Most researchers agree that automation and Industry Another unigue example of the implementation of Al
4.0 tools not only allow us to improve our hardwaret into warehouses comes from researcher Min-Chun Yu,
also to automate our software and decision-makirifith a great promise to compare the outcome obtigtnal
systems [11]. To achieve this, existing enterprisBC analysis with methods infused by artificial
databases, such as SQL-based ones, can be edgilytp intelligence [19]. The ABC analysis has a few viaoias,

program written in C#, .Net or MATLAB languages and?ut most of them sorts the stored items in descgrutider
by price multiplied by quantity of consumption, thesing
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the Pareto principle to classify them into categ@A-B-C degree of certainty on actual data that has ndigen seen
with 80-15-5% breakdown. A set of data provided aw give a proper output [20,21].
training and testing data for the three method lpfvhich Backpropagation is a very powerful and tool for
are: Back-Propagation Network (BPN), which is aetgd adjusting the weights of connections between nodlefs,
Artificial Neural Network (ANN) and use a back-tmfit not the only one; we can also use heuristics f@s th
normalising method for setting the weights of tleden purpose. The former is a simple and efficient téspines,
connections; Support Vector Machine (SVM), wherghat best at smaller standardized problems in m&drms
minimal risk structures can be achieved by a limeadel, and fine-tuning already good solutions, but no¢Hizient
and implementing vectors as margins of paramesesk- in big complex and noisy datasets. It is also \senysitive
nearest neighbours, which is a reliable clustetdg that for the initial settings and input parameters [22].
can be used for easy and fast grouping, but vergitee The heuristic approach is another good technique to
for input and initial data. The study claims, titaé SVM  adjust the weights, but it requires more compupower
method worked the best, on average the model guésse and the solution’s correctness has a bit more teiogy. It
right categories with a success rate of nearly 80Bts is good for any kind of problem, mostly withouttrégion,
study has inspired this research most. Recently reand with their application, it is possible to oww®s much
company data was received for optimization andarese larger spectrum of weight-solutions [23]. Most o times
purposes, that could easily be used to create a@ ABvhen we search for heuristics in Al topics the dgene
analysis dataset for Al testing and validating. €dmpany algorithm (GA) will dominate our findings. This nhetd is
also performs their own XYZ analysis on items, witlich  a very good candidate for almost every problenuidiclg
they can store more effectively and calculate shipp weight adjustments in ANN models, because it isyver
quantities better, thus improving their materi@vwfland robust, easily calibrated, and have numerous wessio
make a more efficient warehouse and logistic syste included as packages in many programming languaggbs
This paper’s purpose to create an example of trgiai compliers. Genetic algorithm, however, is not thdyo
weak Al, that can pre-categorize items based am@ocate good heuristic option. There are many cases, whigner
supervised data set into both ABC and XYZ categorie heuristics can surpass GA in different tasks, likehe
paper “Black Hole Algorithm and Its Applications24].
2 How artificial neural networksworks? The black hole algorithm (BHA) is a population-base
Most of the time for categorizing tasks we dontde Metaheuristic algorithm with a semi-memory storéare
very powerfu| or Compncated Al models. Most |Ogi$t solutions. Classification is the Strength of tH'goaithm,
based problems are not a particularly complicatedhis ~ Which can work very effectively when the parametaes
kind of tools: most of the time it doesn't needuds fractional numbers with limits, where we can intetghe
processing or text recognition with a human likepense. “distance” between individual objectively [25]. Imost
In most cases there are a fixed number of paraméer ANN the numbers and their weights are predetermamet]
inputs, and well-defined outputs. There are pleafy limited (-1...1), which is ideal for the BHA to work
artificial models and techniques which we can ossotve ~ €ffectively. In addition to these, the basic altjori of
this problem. One of the easiest, well described,well- BHA is much simpler and works with much fewer steps
developed models are the Artificial Neural Network$han GA, so an iteration step is only a fractiornhef time
(ANN). These are machine learning models, that aff GA. It also handles more populations more effety
designed to simulate the way human brain works revhebecause an iteration step doesn't require ranking o
nonlinear classifiers mostly used to create andheef Weighting the individuals, there are no speciaksovers,
complex relationships between inputs and outputs f@nly the best remains and the rest of the populatio
classification purposes. An ANN model contains salve changes. These are the reasons why BHA was chesen a
node-|ayers for processing information’ called nesr the artificial neural .n-etVV.OI'k,S Welght Callbratlﬂml, for
The layers are usually called input layer, hiddsret and the ABC-XYZ classification problem.
output layer. ANN models can be used for a widgeaof
tasks, of which the best known for image and speech ANN model for ABC-XYZ prediction
recognition or natural language processing. ANN ef®d with black holealgorithm

are trained on supervised data with the help ofistecs, To create a practical/industrial acceptable ANN aipd

or a process called backpropagation, where theitigo  two initial steps must be taken: data mining angefa
adjusts the weights between neurons in responsketo (parameter) definition. The order of these is deteed by
input data. This process iterates until the moslelbile to \yhether we already have the data for testing thathe
aCCUrately predict the Output for a given inputhB test processed, or whether we are try|ng to create agyemm
data. However, this process can also be computdifon and data collection will follow. In this specifiase the
intensive and for complex problems, which is netals  access to corporate data was very useful, whicisesl as
predictable, or require significant amounts ofrtiag data. 3 test database after cleaning and pre-processing.
After the Iearning phase the model can be usedaMiﬂgh Natura”y, permission was granted by the Compar]yse)
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their data in this research if the company andgbeds maximum twice the number of input and output
cannot be recognized by competitors. This meanddtee parameters; the second hidden layer and afteneheon
collection came first and the definition of layevere the counts should be between 2/3 and 1/2 of the prevayer
second step. There is only rule of thumb on howymarj26].

hidden layers there must be (1 is always requifedyot After cleaning and processing the corporate data 9
too complex tasks (with reasonable parameter conogt  inputs were selected, and of course 2 outputsigiied of
authors recommend between 1 and 3. The same apiplietem classification into: ABC & XYZ. Because thegme

the number of neurons (or nodes) in the hiddenréayieere not high numbers, and from my understanding, this
are formulas, but since the number of parametarsbea problem didn't look very complex, so | created &dein
between a few and millions (image processing)vtsy layers with 12 and 6 nodes. These parameters gndsla
task dependent. For a small number (under 100ypmfti can be seen in Figure 1.

parameters the first hidden layer has a node cofint

Normalization, 1. st Hidden Normalization, 2. st Hidden Normalization,

Input Layer (3 parameters) weighting layer (12 nodes) weighting layer (6 nodes) weighting

Output Layer (2 parameters)

Size of Warehouse 1
(max. palette number)

1 AN 2 1 X

Price of anitem (EUR) | 2

Number of items
on a palette 3 \ ~J
2 7R Se 2 1 Categorizing: ABC
Summary of used items 4 N ’
(specific KPI indicator) ° ° ™
Daily average demand 5 ¥ L J L]
of an item ° °
Standard deviationof & / R :
daily demand of an item 1 S * 2 Categorizing: XYZ
P
Daily average inventory 7 £
P
Standard deviation of 8 4 P g
daily inventory &
Share of average inventory A \ 12 /"1/' WV 6 V4

to total inventory (%)

Figure 1 Layers of ANN network for ABC-XYZ predicti

3.1 Defining theinput dataset for artificial The corporate dataset contained information about
neural network nearly 3200 items, which was real storage and mewém

Besides cleaning, pre-processing the data is almdéktta for a whole month from multiple company waredes
always needed. If the whole cleaned dataset wasngig Proken down to the second. Unfortunately, abou0180
input we had near]y 140 parameters (m da||y break[), the 3200 items were not .a(.:tive in the examined h](B'ﬂ
which is unnecessary. Input parameters 1...4 is nBtore than half of the training data we lose by diefan
changed, these are the followings: size of warghoudddition, there were errors and gaps in the remaini
(capacity by palette number of the location), pa¢ean ~dataset: there were some warehouses that doessstfed
item in EUR, number of items in a palette, and d KAtems into ABC-XYZ, and most items had at least one
indicator, which summarizes the number of used stenParameter missing, like price or quantity. Aftee tdata
(only left it in because it has been asked by tirgany). cleaning only 255 items remained in the trainintaset,
Input parameters 5...9 is calculated: daily averageahd Which is still plenty enough to train an Al. Paift this
of an item, and its standard deviation, daily agera cleaned and pre-processed data set is shown ie 2abl
inventory and its standard deviation, and the ayeod the In Table 1. we can see two yellow column ABC (Cprp.
daily percentage of an item occupancy in the givednd XYZ (Corp.). These are the classificationsrufiby
warehouse. With these inputs, we need to try tddavothe company for every item in the testing datased, most
having data that are part of other parameters expoess importantly for Al developers, these are the suised/
them by the relationships of other parameters. sgim ~outputs, that we want to acquire at the end otréieing
for the previous principle if effectiveness is theal. The Process. Also, the green columns in the tabletsreénput
only exception is we have parameters that, althougtarameters and the grey columns (120 columns) icsnta
related, have a very complex relationship thataaly be the daily data, which used for the calculation wftit
truly expressed through more layers that we have. parameters 5...9.
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Table 1 Part of training dataset

Income [Used items| Remains Stock
SD of SD of Initial Initial i i i

: Number Used Daily Ao Dally Ao AN nitia nitial | (no.item) | (no. item) | (no.item) | (palette)

Warehous| Price of ) palette daily daily N stock stock

) ) of item average average daily ABC XYz
Itemno. | esize item number average |. average factory | factory
on ; demand inventory| . stock | (Corp.) | (Corp.)
(palette) [ (EUR) of item demand inventory . total (no.| total |03.25.2022 03.25.2022 | 03.25.2022 | 03.25.2022
palette (palette) (palette) ratio )

(KPI) (palette) (palette) items) | (palette)

N1 1155 258.46 24.00 6.83 23.43 9.22 58.43 15.34 0.0506} A X 2208 92 0 552 1656 69
N2 1155 169.96 48.00 171 11.71 6.80 26.71 28.16 0.0231 A Y 624 13 0 480 144]
N3 1155 100.52 32.00 6.25 28.57 14.33 133.57 51.17 0.1156} A Y 8224 257 0 1312 6912 216
N4 899 48.33 80.00 1.54 17.57 7.16 40.86 22.81 0.0454] A X 2000, 25) 0 1760 240
N5 899 40.70 105.00 0.50 7.43 3.69 11.00 7.55 0.0122] A X 945 9) 945 945 945 9)
N6 899 48.32 64.00 1.48 13.57 8.44 4.29 11.95 0.0048| A Y 704 11 0 1344 -640 -10]
N7 899 25.30 36.00 4.53 23.29 11.16 41.29 11.18 0.0459] A X 2124 59 864 1116 1872 52
N8 1155 23.83 80.00 0.94 10.71 5.56 38.71 12.54 0.0335] A Y 3680, 46) 0 1280 2400 30]
N9 899 50.07 48.00 0.85 5.86 5.70 3171 11.29 0.0353 A Y 624 13 384 0 1008 21
N10 1155 25.89 48.00 1.69 11.57 5.44 42.43 22.71 0.0367] A X 1152 24 0 480 672 14}
N11 1155 137.22 48.00 0.23 1.57 2.07 3.86 3.02 0.0033] A Y 288 6) 0 0 288 6)
N12 1155 21.50 50.00 0.72 5.14 9.25 74.29 24.74] 0.0643] A Y 1700 34 1700 1150 2250 45)
3.2 Theimportance of ABC and XYZ analysis volatile, but there is a certain tendency to flatéu For

The results of ABC and XYZ analysis are not theimogxample, there may be a steady increase or a steady
important indicators or management parameters Her tdecrease, or perhaps seasonal patterns of useategory
company, but they can be used as an easy decigipors is characterised by a medium forecast accuracygoay
tool for the whole internal and external logistjstem to  "Z" includes materials whose use is completelygiatar,
manage the stock levels of incoming materials terds in ~ with a very low forecast accuracy [28].
the warehouses, plan stock entries and withdrafvetsup
space, control delivery deadlines, prepare thetrigh Application and results
materials for product changes and plan the ordering There are many programming languages and compilers
quantities coming into and out of the factory withir time  that can write ANNs effectively, but for researchgoses,
intervals. there is a very simple and effective programmimglaage

ABC analysis aims to distinguish between itemand its application that handles matrices very ,welflich
(mainly materials) that are significant and insfg@int to  is MATLAB. There was no doubt that the applicatisas
the materials management system. It separatessbatéal written in this language. Also programming in MATBA
from the non-essential based on the annual useg(valvas fairly easy with the pre-made libraries and lihge
and/or quantity) of the products, classifying thamo 3 number of blogs on the internet was helpful in tojgic.
categories (A, B, C). The materials are groupedmieg In addition, the implementation of the black hole
to their relative importance and differentiatedentory  algorithm, which is the core process of the moaak also
management methods are applied according to thepgro relatively simple, because of its easy structurel an
[27]. comprehensibility. After a few unsuccessful runsewthe

The pareto principle states: about 5-20% of theaste results did not improve, the solution was able toven
cover 70-80% of sales these are "A" category it€®%. forward with a simple trick: make the output neuron
category items cover 20-30% of sales with 20-30%atés thresholds a variable. Previously, we had defitiel
and the remainder being "C" category. Pareto lafgo values and the categories, when the first outputames
states: the biggest savings can be achieved with "Aalue is between 0...0.33 was category "A", between
category because of its high value. This is cestaimie  0.33...0.67 was category "B", and above 0.67 wagjoaye
because of the law of large numbers, but the other". This applied to the XYZ category also. Afteaking
categories should not be forgotten, as "C" wilpbecisely  the limits their own parameters, which can be niediby
those products that are sold infrequently and irallsm the BHA, the results improved significantly.
guantities. [27]. Figure 2 shows a complete run of the current keesstlt

The results of XYZ analysis are to indicate an@f ABC-XYZ solutions. The run lasted around 9 hoons
categorize the fluctuations in demand for itemsrowe a currently very average computer (HexaCore AMDeRyz
longer period. We can express market volatilitteims of 5 3600 CPU with 16GB DDR4 memory and NVIDIA
the relative dispersion of demand. The "X" categorgeForce GTX 1660 SUPER 6 GB video card). During thi
includes those items whose consumption shows oimgm  time, roughly 25000 iterations were performed with
fluctuations. This category is characterised bygh kevel  population of 500.
of forecasting. The use of materials in categoryis¥more
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Figure 2 Result of an ANN performance for ABC-X¥&tjgtion

As Figure 2 shows the ABC-XYZ results starts atertain items in the system, but doesn’t show e th

around 25% of good predictions of the 255 trainiiadg,
which is statistically correct: there are aroun@odéf “C”
category and 40% of “Z” category items. To predioty
this category, which is the largest, there is a d€&6 of
correctness, just by categorizing every item i and
“Z". After the initial categorization there is a igk
improvement: in only 9000 iteration the model gesgbe
categories correctly 50% of the time. After the @30
iterations, the model can categorize the trainiegs into

frequency of usage, which is also important to terea
stable and optimal warehouse and manufacturingisyst
This research attempts to address this scientfirig an
unconventional way, by using an artificial neuratwork,

to categorize each item of a given company inth B&C

and XYZ categories, based on their own manual
categorization. In most cases, such categorization
manually will only give good results if you havedhthe
item for a long time and have enough data abo#nibther

ABC category 85%, XYZ category 93% and both 82%dvantage of the Al-trained method is that theng&di

correctly. This level is higher, than a normallyillskl
worker capable of, if he/she needs to categorizéeam
based only the item’s parameters, and without gettia
other item’s values. It is likely that if the apgtion had
more runtime, than the results could have gottettebe
results, and after a while it could have reachecttrally
100% accuracy, but given the slowing improvemeng t
task could have taken several days or even a wedhi®
computer.

5 Conclusions

The usage of artificial intelligence in the field o
internal logistics is rare, besides visual recagniin AGV
and robotic systems, which can be also recognised, f
the literature review. There are only a few litaras,

method does not need the data mentioned abovenlt c
immediately categories it with high accuracy, pded that
the training was successful and appropriate paemate
available. A properly trained system can also hafalllty

or incomplete items (parameters) to a certain éxtemrich
increases the robustness of the system.

To prove the useability of the Al aided systems, an
application was created in MATLAB, with the leargin
black hole optimization algorithm (substitute fdnet
genetic algorithm and backpropagation, which are
commonly used for this purpose), that the methad ca
predict an item category correctly 82% of the tafter an
8-hour running on an average computer. This can be
improved by giving more runtime to the method or
combine multiple algorithms to make it more effigieln

which encourage the industry to implement highdleveaverage this 82% is as good as an average humaensor
systems that support Industry 4.0 principles with A guess with some experience in the field of wareingLend
implementation, with which companies are much chpablogistics.

of making simpler decisions or assisting the logsst

Future of this research: further testing of thisdeland

systems. These are both visual and backgroundarssés an investigation on data from other companies, titse
benefits, mainly for easy transparency, flexibjlayd easy Settings, to see the results and percentages Kefctoess.
management of materials and goods, and there anwm In addition, these questions should be answerethen
of un-used databases that, can be a source foingalata. future: Can we create a model and a set of rulesisting
The only literature, that can be found on the tagfithis Pre-determined weights, which will create good ltssu
research is from Min-Chun Yu, who uses ArtificialWith industrially accepted and collectable pre-ded
Intelligence to create a method for automati#Puts? Does the black hole algorithm aided Alsquered
categorization of warehouse goods into ABC. The AB®etter, than a Genetic algorithm or backpropagatidad
categorization is good for representing the quiastiof ~artificial neural networks?
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